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Abstract. Access to reliable scientific knowledge is crucial to making
informed decisions for both policymakers and citizens. However, scientific
documents are inherently difficult due to their complex terminology and
vernacular. Automatic text simplification aims to remove some of these
barriers. Evaluation frameworks, which include collections and evaluation
measures, are designed to assess the generated text simplifications. In this
paper, we perform a comparative analysis of current text simplification
evaluation measures on both scientific text and a generic corpus based
on Wikipedia. Our main finding is that the currently existing measures
tend to perform worse on scientific texts and on longer texts consisting of
several sentences. More generally, our analysis informs the development
of suitable text simplification evaluation measures for scientific texts.

Keywords: Scientific documents · Automatic text simplification· Evalu-
ation measures · Test collections · Scholarly Communication · User study

1 Introduction

Accessing reliable scientific knowledge is essential for informed decision-making
among policymakers and the general public. However, scientific documents can
be challenging to understand due to their complex terminology and specialized
language. The goal of automatic text simplification is to simplify a text to make
it easily understandable while maintaining its original meaning [36]. While text
simplification in other domains, such as medical [8,22] and legal [15], has been
widely explored, little research has been done on text simplification with a focus
on scientific texts. Especially when it comes to the evaluation of text simpli-
fication methods for scientific texts there is a lack of focused test collections.
Further, it is unclear how well-existing evaluation measures developed for other
domains are suited for judging the simplification of scientific texts.

In general, there are two ways to assess the quality of generated text simplifi-
cations: one can rely on either manual human evaluation or automatic measures
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and test collections. The main drawback of manual evaluation is its lack of
scalability and reproducibility as it is expensive and time-consuming. On the
other hand, automatic evaluation frameworks are hard to create and they might
be biased toward specific use cases. Hence, on the road towards reliable and
reproducible evaluation results, more research on evaluation measures for text
simplification is needed [16]. Text simplification measures are typically evaluated
based on Pearson correlation [2,41,43,28,32,18,7,23,4] or Spearman’s rank corre-
lation [38,35] between the scores the measures generate and human judgment.
It is standard practice to assess the correlations with the human ratings along
three dimensions [2,41,43,28,32,38,18,7,23,35,4]:

Simplicity: How simple is the simplification?
Meaning preservation: How well was the information preserved?
Fluency: How readable and grammatically correct is the simplification?

While existing studies on text simplification evaluation take these three dimen-
sions into account, e.g., by computing the correlations separately and optionally
aggregating them into an overall score, other dimensions, such as the domain of
the test collection are often not varied. Thus, the difference in measuring per-
formance across different domains is a research gap we aim to fill. For example,
technical vocabulary and abstract concepts in scientific texts often necessitate
supplementary explanations to facilitate comprehension for readers when they
can not be dropped or replaced. In other domains, replacing a complicated term
with a more common term might be enough to simplify a sentence [10]. Besides,
most text simplification evaluation frameworks are designed to assess individ-
ual sentences, while paragraph- and document-level simplification might follow
the strategy to delete entire sentences [6] to simplify a paragraph or document.
Thus, we also need to distinguish sentence level from paragraph/document level
when assessing the performance of different measures.

The main goal of this paper is to conduct a comparable analysis of text
simplification evaluation measures on both scientific text and non-scientific text.
Specifically, this paper aims to answer the following two research questions:

1. How do existing text simplification measures perform when applied to sci-
entific texts compared to non-scientific texts?

2. How do existing text simplification measures perform when applied to entire
paragraphs rather than the standard sentence-level text simplification?

To answer these questions and assess the quality of evaluation measures, we
calculated the correlations between the scores of the measures and the hu-
man annotations for the different corpora (scientific/non-scientific, sentence-
level/paragraph-level). This is in line with previous work [2], which analyzed the
correlations of text simplification measures with human annotations across three
dimensions: the perceived simplicity level, the system type, and the set of ref-
erence simplifications used. Other work [4] evaluated correlations between mea-
sures and human-annotated corpora for meaning preservation. They used simple
test cases to achieve either minimum scores (e.g., two unrelated sentences) or
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Table 1. Properties of the text simplification measures. Measures marked by * are
based on LMs. “Ref-based” indicates whether the measure requires reference texts.

Name Year Task Measure Ref-based

FKGL [17] 1975 Readability analysis Simplicity No
BLEU [25] 2002 Machine translation Closeness to reference Yes
iBLEU [34] 2012 Paraphrase generation Paraphrase quality Yes
chrF [26] 2015 Machine translation Closeness to reference Yes
SARI [38] 2016 Text simplification Overall quality Yes
FKBLEU [38] 2016 Text simplification Overall quality Yes
BERTScore* [40] 2019 Text generation Closeness to reference Yes
BLEURT* [29] 2020 Text generation Closeness to reference Yes
D-SARI [35] 2021 Text simplification Overall quality Yes
SMART [3] 2022 Text generation Closeness to reference Yes
ISiM [24] 2022 Text simplification Simplicity No
LENS* [23] 2022 Text simplification Closeness to reference Yes
BETS* [41] 2023 Text simplification Overall quality No
SLE* [7] 2023 Text simplification Simplicity No
∆SLE* [7] 2023 Text simplification Simplicity No
MeaningBERT* [4] 2023 Text simplification Meaning preservation No

maximum scores (e.g., two identical sentences). They combined several corpora
with similar characteristics to obtain an overall score. This is rather uncom-
mon and we follow standard practice [2,41,43,28,7,23] and not merge different
(similar) corpora but assess the results of every individual corpus.

The rest of the paper is organized as follows. Sections 2 and 3 provide an
overview of the different measures and corpora used in this study. Sections 4
and 5 present and interpret the correlations between the measures and corpora
and Section 6 summarizes the main findings of this paper.

2 Measures

The measure calculates a score that describes the quality of the simplified text.
There are two types of measures which are reference-based and reference-free
measures. Reference-based measures require reference simplification, which is a
gold standard simplification created by humans, to calculate the score for the
simplified text. More references lead to more accurate scores of the measures.
Reference-free measures on the other hand don’t require references and are able
to produce a score just based on the simplified text only (aka text statistics) or
based on the comparison between the original and the simplified texts.

An overview of all measures considered in this study can be seen in Table 1.
The most widely used measures for text simplification are BLEU, FKGL,

and SARI. BLEU (Bilingual Evaluation Understudy) [25] originates from ma-
chine translation and is based on n-gram matching between the system simpli-
fication and reference simplification. FKGL (Flesch-Kincaid Grade Level) [17]
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is a reference-free measure that scores text simplicity based on sentence length
and word syllables, assuming longer sentences and words increase complexity.
SARI (System output Against References and against the Input sentence) [38]
assesses system simplification by comparing it to both the original text and ref-
erence simplifications, evaluating how well the simplification maintans, adds, or
removes information.

These three measures were further extended in the literature. For example,
iBLEU [34] is based on BLEU but penalizes conservativeness. FKBLEU [38]
combines reference-based iBLEU and reference-free FKGL. As FKGL, ISiM (In-
dependent Simplification measure)[24] measures sentence complexity based on
its length and word commonness. D-SARI [35] is a modification of SARI for the
document level.

New advances in language models (LMs) have led to the development of
various transformer-based metrics. BERT (Bidirectional Encoder Representa-
tions from Transformers) is the most popular masked LM used in simplification
measures [9]. BERTScore [40] computes the cosine similarity between BERT
[9] embeddings of the system and reference simplification. SMART (Sentence
MAtching for Rating Text) [3] is a document-level measure that uses sentence-
unit soft-matching between candidate and reference sentences. SMART offers
two variants: SMART-L and SMART-N. SMART-L aggregates scores based on
the longest common subsequence of sentences, prioritizing sequence and coher-
ence while SMART-N considers all possible n-grams of sentences to evaluate
content coverage and diversity. In this study, we consider only SMART-L with
two variants of the matching functions: BLEURT (Bilingual Evaluation Under-
study with Representations from Transformers) [29] with an LM-based matching
function and chrF (character n-gram F-score) with an n-gram-based matching
function [26] as they showed the best results [3]. LENS (Learnable Evaluation
measure for Text Simplification) [23] is a reference-based measure that compares
different edits, such as splitting, paraphrasing, and deletion, in simplified text us-
ing an adaptive ranking loss. SLE (Simplicity Level Estimate) [7] is a RoBERTa-
based [21] reference-free measure to assess the simplicity of a sentence. ∆SLE
(∆ Simplicity Level Estimate) [7] is a RoBERTa-based measure which calculates
the simplicity gain relative to a source sentence. BETS (BERT Embedding-based
evaluation for Text Simplification) [41] uses BERT siamese networks to assess
the simplicity gain and meaning preservation without references. It compares
the original and simplified sentences using contextual embeddings from BERT
to evaluate their semantic similarity and the simplicity of the simplified text.
Unfortunately, we couldn’t recreate the reported simplicity results and therefore
we only included the meaning preservation component in this study. Meaning-
BERT [4] assesses meaning preservation based on the BERT model trained on
ASSET [1], Simplicity-DA [2], SIMPEVAL2022 [23] and QuestEvalCorpus [28].

3 Corpora

Table 2 shows an overview of the properties of the corpora included in this study.
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Table 2. Properties of the text simplification corpora. Paragraph-level corpora are in
bold. Scientific corpora are underlined. # References=# of sentences/paragraphs × #
of references per sentence/paragraph; # Annotations=# of sentences/paragraphs × #
of simplifications per sentence/paragraph × # of annotations per simplification. "Over-
all simplicity" denotes a single score over all dimensions (fluency, meaning preservation,
simplicity), while "Simplicity" refers specifically to the simplicity dimension only. The
numbers for the annotation dimensions indicate the scale’s granularity (i.e. 3 represents
a 3-point Likert scale whereas 101 represents a score between 0 and 100).

Annotation dimensions
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ASSET [1] 2, 359× 10 100× 1× 15 101 101 101
D-Wikipedia [35] 100× 1 100× 6× 3 5 5 5 5 5
Medical-NE [22] 4, 459× 1 200× 2× 3 3 3 3
Medical-EX [22] 4, 459× 1 49× 1-2× 2 3
QuestEvalCorpus [28] — 100× 2-4× 23.5 101 101 101
SIMPEVAL2022 [23] 60× 2 60× 6× 3 101 101 101 101
Simplicity-DA [2] — 100× 6× 15 101 101 101
Simple-2018 [33] — 70× 28× 3 5 5 5 5
SimpleTextSent [13] 359 2, 048 11 11 11
SimpleTextPara [13] 53 271 11 11 11

The corpora are different in terms of simplification units (sentence-, paragraph-
or document-level), the origin of the source texts (Wikipedia, news articles, sci-
entific abstracts etc.), and simplification methods (manual paraphrasing, auto-
matic alignment from different sources, generated simplifications). In this paper,
we do not distinguish paragraph- and document-level simplifications as the text
size in many existing corpora is comparable for both categories. We contrast
paragraph- and document-level simplifications to sentence-level simplifications.
A large number of simplification corpora are based on the alignment of sen-
tences from English Wikipedia4 and Simple Wikipedia5. Thus, ASSET (Ab-
stractive Sentence Simplification Evaluation and Tuning) [1], QuestEvalCorpus
[28], Simplicitiy-DA [2] and Simple-2018 [33] are all based on the test set of Turk-
Corpus [38], which contains multiple crowd-sourced paraphrase-based reference
simplifications of sentences from the Parallel Wikipedia Simplification (PWKP)
corpus [42]. QuestEvalCorpus and ASSET are based on the same 100 unsimpli-
fied sentences with the difference that the ASSET simplifications were generated
by simplification systems while QuestEvalCorpus consists of human simplifica-
tions [28]. However, in contrast to the description in [28], the actual QuestEval-

4 https://www.wikipedia.org/
5 https://simple.wikipedia.org/

https://www.wikipedia.org/
https://simple.wikipedia.org/
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Corpus also contains annotations for system simplifications. The aformentioned
TurkCorpus-based corpora mostly employ more traditional simplification sys-
tems not based on LMs such as PBMT-R [37], SBMT-SARI [38] or HYBRID
[30]. For all of these TurkCorpus-based corpora, the ASSET references were used
when calculating the scores of the measures because these are the highest qual-
ity TurkCorpus references [1]. SIMPEVAL2022 [23] is based on recent and more
complex Wikipedia sentences and employs modern simplification systems such as
GPT-3 [5] and T5 [27]. There are three different variants of this corpus all using
different human rating methods. We used the variant which was rated using the
Direct Assessment methodology [23]. Few document- and paragraph-level sim-
plification corpora exist. For example, D-Wikipedia consists of document-level
alignments between Wikipedia and Simple Wikipedia articles [35]. However, as
opposed to the description in [35], there are actually six different simplifications
per paragraph. Transformer-based simplification systems such as BART [19] or
BERTSUMEXTABS [20] were employed. The existence of one reference simplifi-
cation per paragraph allowed us to run reference-based measures on this corpus.
The Medical Corpus contains annotations of plain language summaries of med-
ical abstracts [8]. For 200 paragraphs there are two simplifications where every
simplification is rated by three non-expert annotators (Medical-NE). Moreover,
for 49 paragraphs there are one to two simplifications per paragraph and ev-
ery simplification is rated by two expert annotators (Medical-EX) [22]. The two
simplification systems employed (UL-BART [8] and NapSS [22]) are modern
transformer-based systems that were created for the medical domain.

The CLEF (Conference and Labs of the Evaluation Forum) SimpleText 2023
track consisted of several shared tasks which all aim to facilitate the compre-
hension of scientific texts for laypersons [13,14]. In this paper, we used the
source texts, references, and automatic simplifications of the participants of the
shared tasks. More specifically, we created two corpora: the sentence-level Sim-
pleTextSent corpus and the abstract-level SimpleTextPara corpus. In contrast
to the majority of the simplification corpora, these two corpora are direct sim-
plifications of source texts and not automatically aligned sentences. The source
sentences of the SimpleText corpus were taken from the abstracts of scientific
papers from the DBLP Citation Network Dataset for Computer Science and
Google Scholar and PubMed articles on Health and Medicine. The reference
simplifications were manually simplified by either master’s students studying
Technical Writing and Translation or by a collaboration between a domain ex-
pert (a computer scientist) and a professional translator. The system simplifi-
cations are submissions from CLEF 2023 participants which are mostly outputs
from LM-based systems [13]. The annotations to the simplifications were per-
formed by the linguists and the master students in translation and technical
writing from the University of Brest (Université de Bretagne Occidentale). The
SimpleTextPara corpus concatenates the sentences and corresponding ratings
from the SimpleTextSent corpus to form paragraphs. Note that the annotators
rated the information distortion severity instead of meaning preservation. How-
ever, to have better comparability with the other corpora, these ratings were
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treated as ratings for the meaning preservation dimension. This is reasonable
because a high (or low) meaning preservation is characterized by a low (or high)
information distortion severity.

4 Results

To evaluate the different measures, we computed the correlation of measures
with human judgments. The correlations between the measures and humans
were only analyzed for the dimensions of simplicity and meaning preservation
as the state-of-the-art LLM systems do not suffer from the lack of fluency in
the generated content. There are ratings for the lexical simplicity and syntactic
simplicity for D-Wikipedia and all SimpleText corpora. In order to have a single
simplicity value the mean of both values was calculated for each of these corpora.
For better comparability, we report negative FKGL scores. This way, for every
measure a higher score means more simplicity or better meaning preservation.

4.1 Simplicity

Table 3 shows the correlations for all measures for simplicity ratings. In general,
the correlation between automatic measures and human scores of simplicity is
low, especially for scientific corpora.

Several measures correlate with human judgments on QuestEvalCorpus, AS-
SET, Simplicity-DA, and D-Wikipedia while showing negative correlations with
SIMPEVAL2022 and Simple-2018. This could be observed for all BERTScore
variants with significant correlations for the F-score and recall score as well as
for BLEU, iBLEU, and all variants of SMART-L chrF. Furthermore, this pattern
could also be observed for all variants of SMART-L BLEURT although with the
p-values not being significant for the aforementioned corpora. What makes these
findings interesting is that these corpora, which are mostly non-scientific and at
the sentence level, are both counted among the corpora with the best and worst
correlations. As for the scientific corpora, SimpleTextSent and SimpleTextPara
stand in the middle between the corpora with the highest and lowest correlations
with only weak and significant or insignificant correlations.

For every measure, there are either corpora with negative correlations with
the measure or with insignificant correlations. The exceptions to this rule are
LENS and SARI. Both measures show significant and positive correlations with
all corpora ranging from 0.11 to 0.77 for LENS and 0.17 to 0.55 for SARI. The
correlations are above 0.7 for LENS for QuestEvalCorpus, Simplicity-DA, and
ASSET. Overall, what can be seen is that LENS tends to perform better on non-
scientific corpora at the sentence level and worse at the scientific context and
paragraph level respectively. The findings for SARI indicate that this measure is
more robust and less domain-dependent than LENS. Even though this measure
is biased towards non-scientific corpora it also holds up fairly well for scien-
tific texts. Moreover, it can be observed that this measure doesn’t discriminate
between the sentence and paragraph level.
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Table 3. Pearson correlation values of the simplicity ratings; values in italics have a
p-value of less than 0.05; The highest value for every corpus is underlined; If a score has
different components, they are marked as follows: F=F-score, P=precision, R=recall,
MP=meaning preservation. Paragraph-level corpora are marked in bold. Scientific cor-
pora are underlined. LM-based measures marked by *.
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BERTScore F* .56 .68 -.20 -.01 .56 -.11 .29 -.00 .07
BERTScore P* .63 .69 -.05 .03 .61 .01 .49 .25 .10
BERTScore R* .43 .62 -.33 -.05 .48 -.21 -.00 -.21 .01
BETS MP* .32 .14 -.59 -.33 .39 -.27 -.56 -.44 -.20
BLEU .36 .50 -.29 -.05 .49 -.10 .17 -.24 -.03
D-SARI .37 .36 .29 .12 .24 .34 .51 .22 .14
D-SARI (add) .17 .48 .15 .10 .31 .05 .22 -.10 .12
D-SARI (delete) .26 .26 .33 .13 .11 .36 .50 .36 .14
D-SARI (keep) .37 .15 .15 .04 .26 .16 .40 -.06 .09
FKBLEU .29 .42 -.13 .00 .43 .14 .16 -.22 .09
FKGL -.09 .03 .39 .31 -.11 .08 .35 .09 -.10
iBLEU .36 .50 -.29 -.05 .49 -.10 .17 -.24 -.03
ISiM -.12 .04 .35 .45 -.01 .13 .42 .16 .07
LENS* .73 .77 .35 .19 .75 .11 .47 .28 .19
MeaningBERT* .51 .26 -.17 -.33 .63 -.29 -.50 -.24 .13
SARI .25 .50 .36 .23 .21 .21 .55 .25 .17
SLE* -.11 .16 .41 .34 -.03 .11 .47 -.09 .02
∆SLE* .06 .23 .47 .21 -.01 .31 .32 -.12 .05
SMART-L BLEURT F* .57 .70 -.07 .00 .63 -.12 .28 .04 .03
SMART-L BLEURT P* .55 .69 -.04 -.00 .70 -.04 .40 .17 .04
SMART-L BLEURT R* .58 .71 -.07 .01 .59 -.18 .10 -.09 .02
SMART-L chrF F .33 .58 -.28 -.10 .43 -.17 .18 .02 .06
SMART-L chrF P .32 .56 -.25 -.10 .46 -.05 .29 .10 .08
SMART-L chrF R .32 .57 -.28 -.10 .38 -.25 .04 -.08 .03

4.2 Meaning Preservation

Table 4 shows the correlations of all measures with the meaning preservation
ratings.

Starting with BLEU, it can be seen that it has the highest correlations with
all corpora that are based on TurkCorpus, which are ASSET, QuestEvalCorpus,
Simplicity-DA, and Simple-2018. The correlations range from 0.44 to 0.62 for
these corpora and they are significant. Overall, FKBLEU behaves similarly but
has lower correlations with the corpora than BLEU. It can be seen for both the
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Table 4. Pearson correlation values of the meaning preservation ratings; values in ital-
ics have a p-value of less than 0.05; The highest value for every corpus is underlined; If
a score has different components, they are marked as follows: F=F-score, P=precision,
R=recall, MP=meaning preservation. Paragraph-level corpora are marked in bold. Sci-
entific corpora are underlined. LM-based measures marked by *.
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BERTScore F* .82 .80 .27 .50 .78 .57 .15 .28 .14 .50
BERTScore P* .77 .77 .08 .34 .74 .44 -.04 .10 -.05 .38
BERTScore R* .77 .79 .38 .59 .76 .60 .30 .36 .27 .53
BETS MP* .76 .59 .33 .47 .72 .58 .82 .26 .47 .20
BLEU .60 .55 .04 .26 .61 .44 .12 .04 .20 .17
D-SARI .06 .11 -.07 .04 -.00 -.30 -.29 -.14 -.21 .18
D-SARI (add) .22 .45 .08 .20 .36 .02 -.11 -.15 -.08 .32
D-SARI (delete) -.12 -.07 -.13 -.03 -.17 -.44 -.43 -.10 -.27 .18
D-SARI (keep) .22 .07 -.02 .06 .12 .02 -.05 -.08 .00 .11
FKBLEU .36 .31 .02 .17 .40 .10 .17 -.15 -.02 .10
FKGL -.29 -.17 -.08 -.28 -.25 -.06 -.10 -.40 -.24 -.25
iBLEU .60 .55 .04 .26 .61 .44 .12 .04 .20 .17
ISiM -.30 -.14 -.08 -.24 -.20 -.13 -.35 -.31 -.32 -.19
LENS* .66 .74 -.02 .24 .67 .32 -.12 -.22 -.36 .44
MeaningBERT* .71 .46 .09 .38 .87 .44 .75 .28 .46 .17
SARI .15 .32 -.00 -.02 .18 -.24 -.32 -.22 -.37 .09
SLE* -.36 -.11 -.23 -.30 -.18 -.08 -.29 -.37 -.24 -.14
∆SLE* -.31 -.16 -.25 -.34 -.31 -.42 -.37 -.08 -.19 -.10
SMART-L BLEURT F* .83 .80 .13 .56 .81 .56 .08 .22 .16 .38
SMART-L BLEURT P* .81 .78 .04 .50 .77 .49 -.04 .18 .05 .33
SMART-L BLEURT R* .84 .81 .20 .56 .80 .58 .17 .24 .22 .33
SMART-L chrF F .68 .68 .10 .43 .67 .52 .14 .19 .27 .31
SMART-L chrF P .65 .65 .04 .40 .63 .43 .04 .22 .19 .31
SMART-L chrF R .67 .68 .14 .43 .66 .54 .21 .15 .29 .26

simplicity and meaning preservation dimension that the iBLEU correlations are
identical to the BLEU correlations. Concerning SARI and D-SARI it can be
seen that there are only either statistically insignificant positive or significant
negative correlations with the corpora. The exceptions to this rule are only the
correlations with QuestEvalCorpus (0.32) and Simplicity-DA (0.18) for SARI
which are positive and significant. Just like SARI and LENS for the simplicity
dimension, there is also a group of measures that almost only have significant
and positive correlations with the corpora. This group consists of BERTScore,



10 D. Davari et al.

the meaning preservation component from BETS, MeaningBERT, SMART-L
BLEURT (recall), and SMART-L chrF (recall).

In general, automatic measures correlate better with human judgments for
meaning preservation than for simplicity, although this correlation remains low,
especially for scientific corpora and a document level.

5 Discussion

5.1 Interpretation of Results

All in all, the findings suggest that the measures perform better for non-scientific
texts and the sentence level respectively. One trend that can be observed is that
measures based on LMs show higher correlations as well as in the case of both
SMART-L variants. It can be seen that SMART-L BLEURT performs consis-
tently better than SMART-L chrF. However, overall, the drops in correlations
are higher for LM-based measures than for non-LM-based measures when being
applied to scientific corpora and the paragraph level respectively. These findings
are not surprising given the nature of LMs. It seems likely that LM-based mea-
sures perform worse at the scientific context and paragraph level because they
have mostly been trained at the non-scientific context for the sentence level.
Thus, in order to have an LM-based measure that performs well at the scientific
context and paragraph level we would either need to train the currently existing
LM-based systems on such data or create new models which have specifically
been trained on such data.

Notably, SARI and D-SARI negatively correlate with many corpora for the
meaning preservation dimension. Similarly, BLEU shows significant negative cor-
relations with some corpora for the simplicity dimension. These findings confirm
[31] that SARI is better for evaluating simplicity, while BLEU is more suitable
for assessing meaning preservation. Moreover, the correlations with iBLEU are
similar to those with BLEU, suggesting that iBLEU is not more suitable than
BLEU for text simplification.

In general, there is a low correlation between automatic measures and human
scores of simplicity, especially for scientific texts which implies that automatic
measures do not fully capture this aspect. Traditional simplification methods
focus on removing complex terms and structures to improve readability, but
providing term definitions and background knowledge could enhance accessibility
and comprehension of scientific texts [10]. Thus, the introduction of background
knowledge might be a key factor in scientific text simplification, distinguishing it
from general text simplification. Text statistics, like FKGL, based on word and
sentence length showed low correlation, meaning that simplicity is not limited to
these parameters. However, more research is needed to confirm this hypothesis.

Measures correlate better with human judgments for meaning preservation
than for simplicity, though this correlation remains low, particularly for scientific
corpora and at the document level. The low correlation between human-assigned
meaning preservation scores and automatic measures suggests that high-scoring
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simplifications may still suffer from information distortion and spurious con-
tent. The prevalence of spurious content may be introduced gratuitously by the
generative model and is informally referred to as "hallucinations." This find-
ing confirms the results of the previous research attempting to quantify the
prevalence of spurious content in text simplification both on sentence and para-
graph levels [12]. In the generated output realigned with the original source
sentences, entire output sentences that do not share a single token with the
input are variable but remain notably frequent. Their results indicate that sim-
plifications with significant spurious content can still achieve high text overlap
with references, leading to very high-performance scores according to traditional
automatic measures. Recent shared tasks provide evidence that simplification
is primarily achieved using generative or foundational models which can suffer
from "hallucinations" [12,11]. Thus, new simplification measures should more
effectively account for the potential risk of hallucination, aka better considering
meaning preservation. This is especially challenging for scientific texts, as intro-
ducing background knowledge, crucial for simplification, might be considered a
"hallucination" if not present in the source text.

Another interesting finding is that for the simplicity dimension, non-LM-
based measures appear unaffected by text length, showing similar correlations
at both the sentence and paragraph levels. FKGL is unaffected by the input
length since FKGL was designed to be used for whole documents and not only
for sentences. As the source code of ISiM was modified to be able to be applied to
multiple sentences, by averaging the scores of the individual sentences, it is also
not surprising that the input length doesn’t affect this measure’s performance.
D-SARI is also robust to the length of the input which is also not surprising given
the fact that this measure was designed for assessing whole documents. SARI
also seems to be robust to the length of the input. Overall, it can be seen that
reference-free measures perform relatively better at the paragraph-level corpora
than reference-based measures. This seems reasonable as longer references lead
to more potential deviations between the simplification and reference.

Lastly, it can be observed that many reference-based measures show high
correlations with TurkCorpus-based corpora (i.e. ASSET, Simplicity-DA, simp-
lification-acl 2018 and QuestEvalCorpus). One explanation for this might be
the existence of multiple high-quality reference simplifications leading to higher
correlations for reference-based measures. However, this would not explain why
LENS and SMART-L BLEURT perform considerably worse on the Simple-2018
corpus. This corpus differs the most from the other TurkCorpus-based corpora
considering the simplification systems used as the systems used in Simple-2018
vastly differ from the systems used in the other TurkCorpus-based corpora.
A possible reason why LENS and SMART-L BLEURT perform worse on the
Simple-2018 corpus is that these systems are biased towards certain simplifica-
tion systems. This assumption is supported by the findings in [3] which suggest
that measures are biased concerning the different systems.

Summing up, a clear tendency of measures performing better for the non-
scientific texts and sentence level could be observed. The reasons for this behavior
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are diverse but the main reason is that most measures were designed for the use
case of non-scientific texts at the sentence level. That implies that different
benchmarks are necessary for evaluating the performance of text simplification
methods on scientific texts compared to non-scientific ones.

5.2 Limitations

SimpleTextSent annotations often had single raters per sentence, and no inter-
annotator agreement analysis was conducted for multiple raters. In Simple-
TextPara, paragraphs were formed by concatenating sentences from Simple-
TextSent. This approach reduces the distinctiveness between the corpora and
maintains the same sentence count in the simplified and the source paragraphs.

A limitation of LM-based measures is that the input length sometimes ex-
ceeds the maximum length supported by the language model. This puts LM-
based models at a disadvantage compared to non-LM-based systems for scoring
longer inputs, such as paragraph-level corpora. It was not explored how many
paragraphs were affected by this problem.

Another limitation is the varying amount of references per simplification.
While there is only one reference simplification for corpora such as D-Wikipedia
or the Medical Corpus there are ten reference simplifications for all corpora
which use TurkCorpus sentences. This skews the results by leading to higher
correlations of reference-based measures with corpora with multiple references.

Lastly, the type of system simplification used influences the ratings of au-
tomatic measures as can be seen in the field of text summarization where the
BARTScore [39] is biased towards outputs from the BART model [3]. This might
skew the results but was not taken into consideration for this study.

6 Conclusion

Digital libraries aim to make scholarly information accessible to users with di-
verse backgrounds and expertise levels. While text simplification can improve
understanding for non-experts, selecting appropriate metrics is crucial to en-
sure that simplification enhances accessibility without compromising accuracy or
completeness. To determine how the scientific context affects simplification mea-
sures’ effectiveness, we applied various measures to different human-annotated
corpora and calculated the correlations between these measures and human rat-
ings. Due to the limited availability of scientific corpora, two scientific corpora
were created which are all based on sentences and human ratings from the Sim-
pleText project. These are SimpleTextSent and SimpleTextPara for the sentence
and paragraph level respectively. Access information for these corpora can be
found on the SimpleText website6.

The analysis of correlations between measures and various corpora for sim-
plicity and meaning preservation reveals that measures perform better in non-
scientific contexts and at the sentence level. This highlights a key issue in NLP:
6 http://simpletext-project.com

http://simpletext-project.com
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the tendency to prioritize generic metrics over domain-specific optimization, em-
phasizing the need for specialized benchmarks. While state-of-the-art LLMs, in-
cluding instruction-tuned autoregressive models like ChatGPT and Gemini, can
handle inputs longer than a single sentence, evaluating their ability to simplify
longer scientific texts is challenging due to the lack of test collections specifically
designed for scientific texts at the paragraph and document levels.

Automatic measures poorly correlate with human scores of simplicity, espe-
cially in scientific texts, meaning that capturing this aspect is still challenging.

Measures correlate better for meaning preservation than simplicity, but this
correlation remains low. The lack of correlation confirms previous findings that
standard evaluation measures fail to detect a wide range of spurious text gener-
ation, aka "hallucinations", highlighting the need for more research in this area
[12]. This is particularly challenging for scientific texts since adding essential
background knowledge for simplification might be seen as a "hallucination" if
it’s not in the original text.

LM-based measures tend to be more sensitive to the context and length of
the simplifications. Moreover, reference-free measures tend to be less sensitive
to the input length than reference-based measures. Lastly, it could be observed
that some measures perform especially well on the popular TurkCorpus-based
corpora indicating the problem that measures tend to overfit these corpora. In
general, our analysis informs the application and the development of appropriate
evaluation measures for simplifying scientific texts.
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