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Ethical and Regulatory 
Considerations in the Collection 
and Use of Biometric Data

Abstract
Surveillance as a tool of governance holds more relevance today than ever 
before, as information technology grows by the day and collects more biometric 
data. Biometric data—either first-generation (static biological data) or 
second-generation (dynamic socio-spatial biological data)—is extracted from 
the biological and social aspects of individuals and used in surveillance for 
purposes of national security, civic responsibility, and business administration.
As this data is intertwined with human experience, its collection and use 
provokes concerns around individuals’ right to privacy. This paper discusses 
the ethical considerations of privacy in the collection and use of biometric 
data, as well as the associated regulatory requirements.
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As technological innovations become more intertwined with 
people’s daily lives, the fields of technology, biosciences, 
biodata, and biometrics begin merging. The surveillance 
of individualsa has been the subject of extensive research, 
starting with Foucault,1 who considered security and 

biopower to go hand-in-hand.2 This is especially evident in regions where 
not just States but also Big Tech companies like Google and Meta are 
considered as ‘sovereigns’.3 This biopower has come under scrutiny in 
recent years by regulatory agencies in certain parts of the world, resulting 
in a greater degree of accountability and awareness of individuals’ right to 
privacy.4 

The role of surveillance demands a discussion amid technological 
innovation, algorithmic bias, and increased monitoring.5 In certain 
countries, biometric data is covered by privacy regulations. For example, 
the Digital Personal Data Protection Act, 2023 (DPDPA 2023) covers 
biometric data in India.6 The law, however, like similar data privacy acts 
in other countries, tends to overlook the different types of biometric data, 
the vulnerabilities of individuals, and the protections required for these 
vulnerabilities.

This paper views biometric data in relation to surveillance as a tool of 
governance, specifically to control migration and enforce laws, and as a 
function of biotechnology and computational social scienceb that has 
extended beyond external biological features to include DNA samples, 
hormone mapping, and behavioural responses. The paper will discuss 
how ethical concerns around unregulated biometric data can be addressed 
through regulations. 

a	 David Lyon considers ‘surveillance’ to include all aspects of an individual’s public and private 
life, conducted in real time, and intended for future intentions and projects. See: David Lyon, 
“Theorising Surveillance” 

b	 A systematic breakdown of human behaviour in response to social systems as analysed by 
computational and statistical research practices, used to analyse behavioural biometric data.
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Biometric Data in Civil Surveillance and Security 

Biological data has begun to be integrated with technology to identify 
individuals based on their physical and behavioural traits, including 
fingerprints, retinal scans, voice mapping, DNA breakdown,c hormone 
mapping,d and first-generation or physical biometrics.e Biometrics also 
include human interactions with spatio-social stimuli, known as second-
generation or behavioural biometrics. Depending on the state of the stimuli, 
data can be inferred for individuals or a social context, thus creating the 
subcategories of individual behavioural biometricsf and social behavioural 
biometrics.g Biometric data can also be used in more conventional identifiers 
such as radio frequency identity (RFID) tags and passports.7,8 

Biometrics do not exist in a vacuum and are often used alongside artificial 
intelligence (AI) and immersive technologies like Web 3.0, especially in 
surveillance. These generative technologies often contain algorithmic biases 
evident in data storage and analysis. Unlike conventional surveillance, 
technology-based surveillance can connect seemingly unconnected data to 
form predictive patterns—this has social, ethical, and legal implications.9

Data storage and privacy are already regularly discussed in the field of 
technology policy, and this is especially evident in the way Big Tech collect 
and analyse information. However, including biological data increases 
this information’s potential to become a political tool. For example, 
sovereign states invest in facial recognition that mirrors the use of face IDs 
in the private sector, such as in Apple products. Google’s investment in 
human genome mapping10 also highlights the increased need for storage, 
monitoring, and access to bioinformatics and biometric data, which 
translates to an increasing need for privacy regulations.

c	 Using the unique code of DNA to act as an identifier or as a base for identity matching.

d	 Measuring the hormonal responses of an individual to certain stimuli.

e	 Static biometrics derived from physical attributes.

f	 Measuring individual responses to (in most cases) device stimuli.

g	 Measuring individual responses to social and spatial stimuli. 
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Biometric surveillance is significant in frontline policing at the national 
and global levels. INTERPOL has deployed multiple databases and projects 
to convert global crime monitoring to frontline policing. These include 
Project First (Facial, Imaging, Recognition, Searching and Tracking), 
which employs biometrics to identify criminals.11 INTERPOL also uses its 
biometric databases to assist INTERPOL National Central Bureaus and 
frontline law enforcement authorities in global policing goals.12

Countries also use biometric data independently to assist in policing. 
However, the lack of regulation in this field has led to concerns around 
disregard for human rights and loss of privacy through misuse and 
nonconsensual use of data and misidentification. For example, Greece’s 
biometric policing program, announced in 2020, has been observed to 
discriminate against migrants and racial minorities.13

Outside of government, private sector organisations also use biometric 
data to allow user databases to be more accurate for individuals to access 
goods and services. However, there is scope for biometric data to be 
exploited and even become obsolete. Facial recognition, for instance, can 
alter with ageing and contribute to mismatches in biometric datasets.14 
Biometric data is also vulnerable to hacking and can lead to individuals 
losing their privacy, and their access to public spaces and welfare services.15 
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Genetic fingerprinting was developed in the 1980s by Alec 
Jeffreys and has since assisted in crime detection, access, 
authentication, and databasing.16 China has the largest 
government-held DNA database, with 68 million samples, 
followed by the United States (US), with over 17 million 

samples and the United Kingdom (UK), with over six million.17 The private 
sector also has a significant database, with companies providing genetic 
and ethnicity tests using DNA samples; AncestryDNA, which claims to hold 
over 22 million DNA samples, has surpassed, in terms of the quantum of 
data held, the DNA databases of most countries and state powers.18,19 

Biometric verification and authentication benefit identity authentication 
in the public sector, especially in financial services, law enforcement, 
and welfare goods and services. Biometric data is also used to augment 
authentication and privacy by incorporating such data into forms of access 
control, such as passwords and identity cards. 

Implementing these technologies aids efficiency. For example, facial 
recognition technology is widely used in smart-gates at airports, allowing 
individuals to navigate immigration processes without depending on 
immigration officers. In addition, fingerprint scans and voice recognition 
technology are used to verify individuals’ identities to access banking, 
healthcare, and documentation over devices like smartwatches, phones, 
and computers. Optical scanners for retinal IDs are also becoming 
standard practice. Additionally, intelligence organisations, border control, 
and immigration services frequently use DNA fingerprinting and other 
biometric data to identify and contain immigration.20 

Drawbacks of Biometric Data Use

Older forms of biometric data collection, such as the physical collection of 
fingerprints, have existed for centuries. However, the utility of this data in 
a larger, transferrable, and searchable database for use in fields like defence 
and law enforcement is relatively new. The categorisation of identities in 
surveillance has increasingly depended on biometrics and bioinformatics.21 
Today, there is an increase in the scope of biological data collected and 
digitised to form interconnected databases, including transnational data 
from India, China, the UK, and the US.22 
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The momentum for this development can be traced to governments and 
government-related authorities wanting to monitor immigration and avoid 
lapses in national security. There is also increasing interest in collecting 
and processing biometric data outside of defence and security, especially in 
healthcare and law enforcement.23 

Biometric samples are becoming increasingly equipped to represent 
gender, ethnicity, and health background accurately.24 Hormone mapping, 
DNA fingerprinting, and other forms of biometric data can help create 
a digital representation of an individual.25 However, this transformation 
of various physical aspects into digital code, field values, images, graphs, 
and scores implies interminable possibilities for the data to be categorised, 
retrieved, and used to infer individual identities and actions,26 raising 
privacy concerns. 

Further, the collection of DNA samples can contribute to discriminatory 
practices like racial profiling. While the science behind DNA profiling 
is generally reliable, there is scope for partial and incorrect matches.27 
Although DNA samples and other biometrics can categorise individuals into 
certain ethnicities, there are significant margins for error. These biometrics 
could contribute to potential race-based bias in human operators and 
augment existing biases in biometric data analysis technologies such as AI. 
To mitigate this issue, individual privacy must be maintained regarding 
racial identity, ethnic background, and disabilities, unless relevant to the 
case.

While DNA samples may provide indications of the racial and ethnic 
background of an individual, categorising human genomes into a few races 
is challenging. Recent advancements have increased the scope of reliable 
race and ethnic accuracy in forensic DNA mapping, but there has also been 
a simultaneous incongruent increase in racial profiling in law enforcement, 
which raises ethical concerns around this technology.28,29 

Biometric systems and innovations, therefore, contain limitations that risk 
individuals’ privacy and imperil ethical governance.30
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a.	Participation gaps

A number of challenges have been identified in registering biometric 
information. These gaps are noted when subjects who are required to 
submit biometric data cannot do so for varying reasons—such as a physical 
disability, a medical condition, or cultural and religious beliefs—or the 
devices used for inputting such information need to be updated or revised.31  

This has been seen in the case of national identity cards, including 
India’s Aadhaar, which have a standardised collection process for a large 
population. The collection may require the obligatory input of data that 
may not be fulfilled by those who are injured or have disabilities like 
missing fingers or damaged irises.32 

b.	False authentication

Biometric systems with incomplete databases or incorrect records may lead 
to false authentications.33 People with similar DNA, such as family members, 
can be misidentified in databases. Examples of false authentication and 
rejection include facial recognition technology and its racial bias, which 
matches distorted images of people from marginalised races.34 

c.	 Spoofing

The risk of identity theft has increased with the introduction of biometrics. 
If certain vulnerabilities are compromised or databases are leaked, there 
is scope for spoofing and replicating biometric characteristics that can put 
individual identities at risk. As biometric data cannot be altered, once this 
information is compromised, it is not possible to re-enter or alter the entry 
by changing characteristics such as fingerprints or retinal scans. Biometric 
information could also lead to function creep, i.e., the use of such technology 
and datah for a secondary, usually unauthorised purpose.35 

h	 The expansion in use and utility applications for a technology beyond its intended use, 
especially when this contributes to a potential invasion of privacy.
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In a study conducted in the European Union (EU), 25–30 percent of 
adults reported being victims of online identity theft.36 With biometric data 
becoming more easily accessible, rendering deepfake technology, morphed 
images and voice mapped imitations are further enabling function creep.37

The US’s Federal Bureau of Investigation (FBI) has also reported 
increased use of deepfake-based identity theft in employer scams. In 2020, 
over 16,000 people in the country reported being victims of scams that 
resulted in a loss of personally identifiable data, including biometric and 
financial data, and a loss of over US$59 million.38 In another instance, the 
CEO of an energy firm in the UK fell victim to identity theft when his vocal 
recognition was stolen using AI-gen voice mapping to verify a fraudulent 
transfer of US$243,000.39 

d.	Covert collection 

Covert collection involves the collection of biological data without the 
involved or responsible consent of the individual. For example, children’s 
DNA samples have been collected in hospitals without guardians’ 
authorisation or knowledge.40 Such cases have ethical concerns, as the data 
can be misused for studies and analyses beyond the original purpose, or 
even for commerce.41

Secondary information can also be extrapolated from the collected data. 
Biometric data cannot be isolated from human existence or anonymised.42 
Even raw and rudimentary biometric data can reveal secondary 
information, such as health concerns, biological family lineage, ethnicity, 
and other genetic attributes, which individuals may not consent to provide; 
they may even result in false matches and incorrect assumptions around 
race and ethnicity.43 

e.	 Non-consensual collection

Consent is usually transactional in cases of information privacy, i.e., 
individuals have the agency to choose which information to submit and to 
withdraw, depending on the services.44 However, with biometric data, the 
possibility of consent is often removed, especially concerning immigration C
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and law enforcement. With biometrics like DNA samples, collection 
requires active participation and consent is usually needed. For other 
forms of biometric data, like facial recognition and secondary biometric 
data, it is possible to collect data covertly from a distance, thus increasing 
vulnerabilities.45

Data breaches of biometric databases used by employers, banks, and 
defence firms have led to concerns around the non-consented collection 
of biometric data by firms, misuse of data and unethical data sharing.46 
This data includes Facial Recognition Technology (FRT), socio-spatial 
movements, device keystrokes, eye-movement tracking, and other 
interactive actions that a consumer or citizen may not overtly consent to 
submit. Facial recognition, for example, is often covertly collected for civil 
surveillance, as in the case of Japan.47 Individuals often need to submit 
biometric information to security companies to access their workspaces. 
Often, individuals cannot confirm the privacy of this data. 
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Fingerprinting has been used in most international travel and 
has served as an identifier in law enforcement since 1892, and 
for civil purposes since 1902.48 Biometrics in national security 
gained more focus after the 9/11 terrorist attacks in the US, 
resulting in counterterrorism programmes that use biometric 

information and financial information for the surveillance, tracking, and 
prediction of attacks. 

Such databasing is augmented with AI, which uses predictive analytics 
to create possible risk scenarios. However, the scope of misuse and the 
unreliability of AI due to inbuilt biases and abuse by malicious actors has 
led to the unfair surveillance of civil society.49,50

Poor design and intentional misuse of counterterrorism-related laws 
and measures have resulted in restrictions on human rights, including 
the rights to association, assembly, expression, privacy, and participation, 
and the criminalisation of activists. Most recently, emergency-related 
regulations enacted to respond to the COVID-19 pandemic amplified 
this trend, where racial biases and fake news led to the surveillance and 
disproportionate rejection of Southeast Asian immigrants seeking asylum 
in the US, UK, and other Global North countries.51

Biometric data is currently used for counterterrorism across 118 
countries.52 The United Nations Security Council’s (UNSC) Resolution 
2396 for member states to develop databases and use biometric data to 
identify threats highlights the use of biometric data in counterterrorism. 
The resolution also encourages the sharing of biometric data amongst 
other member states, organisations like INTERPOL, and private-sector 
participants for national security.53 INTERPOL has also formulated 
Project Firsti and I-CORE,j which has garnered international traction.54,55,56 
Further, the UN International Organisation for Migration (IOM) has 
established the Migration Information and Data Analysis System (MIDAS), 
a biometric database that can assist in border control under the IOM’s 
ethical guidelines.57 

i	 Project First aims to share biometric data to assist in the improved identification and detection 
of terrorists. 

j	 I-CORE is a program to assist border control, based on INTERPOL’s I-24/7 database to identify 
individuals through biometrics, extended to front-line policing. 
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With these resolutions and guidelines, biometrics are having more use 
in anti-crime efforts, often assisted by unmanned aircraft systems, CCTV 
surveillance, and other recognition technology.58 This includes techniques 
to identify individuals through algorithmic requirements, AI, and other 
emerging technologies. In addition, biometric technology is used to 
examine know-your-client (KYC) process databases to track the financing 
of terrorism.59

Despite their significant drawbacks to civilians, such uses of biometric 
data and technologies are justified by their assistance in counterterrorism. 
However, these technologies are also disproportionately used to 
disadvantage civil society, activists, protesters, and other dissidents, over 
actual terrorists.60 This is evident in social media activism and the use of 
FRT in protester identification, such as in the use of FRT by the US police 
force to identify protestors.61 Since AI software is already biased toward 
political, regional, and racial minorities, identifying marginalised groups 
expressing dissent is higher.62,63

The use of FRT also elicits distrust among protesters and citizens in the 
government and police forces. This distrust is especially pronounced in 
India, following the 2020 protests on citizenship laws, as well as in Canada, 
where FRT is being increasingly used in daily policing.64,65 

Biological citizenship

The concept of biological citizenship uses biomedical information to assign 
social identity.66 This collectivisation and bio-socialityk determine who can 
access social infrastructure such as rights, social welfare programs, and 
any other forms of physical or tangible public support. However, this also 
creates categorisations based on specific physical characteristics and disease 
vulnerabilities. While biological citizenship has been useful for increasing 
advocacy organisations and creating public awareness, it has also expanded 
the scope of racial discrimination and exclusion.67,68 Such technologies are 
also used to discriminate based on race, as seen in Russia and China, to 
identify and disallow access to basic social infrastructure like housing.69

k	 The shared social community between individuals with shared biological attributes.	
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DNA testing and biometric classification are also often used in 
immigration decision-making, which often results in exclusion. For 
example, in family reunification through DNA testing, biological 
criteria are used to assign citizenship or entry into an asylum country to 
those with existing family members in that country. However, the same 
technology has unfairly categorised applicants from specific ethnic 
backgrounds as “undesirable”.70

Biometrics in Civic Spaces 

Biometric technologies are also utilised in civic spaces, including voter 
IDs, national ID cards, ration cards, banking, employment, purchase, 
and devices like mobiles and smartwatches, as well as other developing 
technologies. The use of counterterrorism technologies in standard 
technology for national and social identity under the purview of personal 
security augment the surveillance, privacy, and human rights challenges 
associated with biometrics.71

India’s Aadhaar is the most extensive biometric identity system globally, 
devised to provide subsidies, welfare programmes, and services to the 
residents of the country. This system uses a 12-digit identification number 
for every registered individual and uses biometrics as one of the primary 
identifiers of individuality. The biometric process uses ten fingerprints, 
two ocular scans, and a photograph alongside demographic data to ensure 
inclusivity, without depending on caste, ethnicity, and blood type. 

However, the supposed inclusivity of Aadhaar is already faulty, since 
the process excludes disabled persons who may be unable to provide all 
ten fingerprints or iris scans; the elderly or injured, who may also not be 
able to complete the biometric requirements; transsexual people whose 
demographic details and biological details may not align with their identity; 
as well as other marginalised groups.72,73 These issues also limit these 
individuals’ access to benefits such as banking and healthcare.74 Aadhaar 
has also been criticised for privacy concerns, including data leakages and 
function creeping, identity theft, and spoofing.75
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Biometrics in Private Spaces 

Social media platforms are generally provided as a cost-free service, 
with their profits being attributed to advertisements, other businesses, 
subscription models, and, in many cases, through the collection, use, and 
sale of users’ data to enhance other services. 

While private platforms ask for users’ consent when collecting data (usually 
as part of their terms and conditions), the lack of regulatory barriers 
creates concerns around information privacy. Meta-owned, Facebook, the 
largest social media platform, has been alleged to misuse facial recognition 
data. In a US$35-billion class action lawsuit, it was uncovered that users 
never consented to their pictures being scanned by FRT, nor was consent 
procured for the storage and long-term use of the biometric data.76

As most platforms now allow photographic and videographic submissions, 
facial recognition has become one of social media’s most preferred data-
collection methods. In addition, many platforms are expanding to use 
other forms of biometric data, such as palm prints.77

Behavioural Biometric Data 

Physical biometric data is also known as first-generation biometric data 
and is static data that is based on the physical attributes of an individual. 
However, innovations such as Web 3.0 result in discussions around 
behavioural biometric data or second-generation biometric data. 

While behavioural biometric data is not a novel form of data, it has 
been sparsely employed in regulation. A commonly discussed form of 
behavioural biometric data is the digital fingerprint, which includes 
personal data collected in collaboration with an individual’s interaction 
with user interfaces. This identifier was initially developed for security 
purposes, under browser fingerprinting and device fingerprinting, to 
track individuals’ activities on browsers and websites and identify malicious 
activity and actors.78 Once assembled, a digital fingerprint can be accurate; 
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even with present generations of VPNs, restrictions on cookies, and regular 
cleaning of browser histories, trackers can still accurately identify and re-
identify devices when a website is visited on more than one occasion.79 Thus, 
privacy is a prevalent concern with digital fingerprinting. Individuals are 
vulnerable to organisations using information such as health data, financial 
data, and other sensitive information to determine candidates’ suitability 
for college intakes, for instance, or for access to financing and health 
insurance.80

Behavioural biometric data can be further classified into two types—
individual behavioural biometrics and social behavioural biometrics. 
Individual behavioural biometrics include keystroke dynamics, mouse 
dynamics, and signatures, which are used for authentication and 
continuous identity monitoring. The application of behavioural biometrics 
could be challenging due to the data quality and size of the population.81 
Social behavioural biometrics use individuals’ social interactions and 
communications with other users.82

Behavioural biometrics add new dimensions to data collection and use for 
personal authentication, enrolment, profiling, access control, privacy, and 
risk security. The inability of behavioural biometrics to collect data in ‘flat’ 
forms makes it unique; unlike current big datasets, these biometrics cannot 
exist as isolated datasets, as the acquired data concerns activities and 
interactions, and, thus, requires contextual analyses to create knowledge 
patterns. Behavioural biometrics can be analysed using human interaction 
modelling, including voice recognition, eye movements, head movements, 
hormone spikes and dips, and other human activities in response to 
spatiotemporal stimuli.83 These features aid in creating authentication 
systems and ensure that online and offline activity is not malicious.84

Behavioural biometrics, specifically social behavioural biometrics, have 
advantages over physical biometric data. It is usually unobtrusive, i.e., the 
data can be collected from a distance. Unlike physical biometrics, which 
may require active enrolment, data can be collected in a relatively low-
cost form through CCTV cameras and existing technology and collected 
both offline, using surveillance technology, and online. However, these 
characteristics have corresponding disadvantages, as they remove the need B
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for explicit consent from the user. Furthermore, the inability to standardise 
and deduplicatel such data can lead to authentication errors. 

Behavioural biometrics is already utilised in the preliminary stages 
of national security projects. One such instance is the Future Attribute 
Screening Technology (FAST) Project by the US’s Homeland Security 
Advanced Research Project Agency and Science and Technology (S&T) 
Directorate Human Factors/Behavioral Sciences Division.85 The FAST 
project, which began in 2008, aims to improve the screening process at 
checkpoints for entry into the country, using behaviour-based screening 
to identify possible malicious intent. The project also seeks to advance 
technologies that can automate such judgements and incorporate these 
technologies after volunteer testing.86

A similar project has been launched in the EU, called the Automatic 
Detection of Abnormal Behavior and Threats in Crowded Spaces 
(ADABTS), which uses behavioural biometrics to protect against crime, 
terrorism, and riots.87 The ADABTS project is aimed at enhancing imagery 
surveillance and security screening operations by automatically detecting 
abnormal behaviour with possible malicious intent; the system only outlines 
suspicious behaviour, human operators take further steps. The ADABTS 
also interacts with the EU AI Act, as it does not depend on identifying 
the individual through real-time biometrics, but instead, compares the 
individual to a list of “threatening” behaviours. These distinguishing 
methods rely on signal-processing algorithms that detect predefined threat 
behaviours and deviations from normal behaviour.88

Digital fingerprinting and behavioural biometrics have begun to be 
incorporated as data-based identifiers by national governments and 
corporate entities.89 The crossover of data collection by private entities and 
use by governments needs to be governed. 

l	 The process of running data against all other data occurrences to ensure that there is no 
duplicate entry. B
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T he use of biometric technologies for various security 
purposes warrants discussions around the associated 
ethics given the limited checks and balances. For example, 
if biometric databases have a 99.9 percent reliability in 
isolating terrorists, in a population of one million, this could 

result in 100 false identifications. Such false negatives could compromise 
national security and result in the loss of individuals’ privacy and integrity.

Biometrics can assist in tagging, tracking, and localising (TTL) using 
uncrewed vehicles. The data can be used by machine learning (ML) 
systems and AI systems to extrapolate data that is yet to be voluntarily 
submitted.90 Vital Intelligence platforms can also collect facial scans of 
individuals through drones and identify people suffering from diseases 
such as COVID-19 and Ebola. Drones with Vital Intelligence can also 
identify individuals with other biometric traits like gait, heat levels, and 
facial structure.91 Such innovations can be used to deploy vaccines and 
healthcare kits to affected individuals in war zones; however, much like any 
other technology, it has a dual-use dilemma and needs to be regulated. 

Biometric data is also more difficult to anonymise. Moreover, including 
DNA mapping and racial biases in genetic sciences augments the racial 
bias in technologies such as AI and ML. Applying these technologies in the 
private sector allows businesses to access unauthorised data. They could 
also lead to law enforcers conducting unfair arrests and detentions, and 
to automated weapons targeting certain races and ethnicities over others 
in the interest of national security.92 Further, second-generation biometrics 
allow for observational learning that eliminates the need for consent unless 
explicitly stated in the regulation. 

Thus, biometric technology raises questions around privacy and human 
rights. The United Nations Commission on Human Rights has reiterated 
the need to regulate the monitoring of data and metadata, the underlying 
concept of which is extendable to biometric data, which is arguably more 
sensitive to exploitation.93,94,95
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a.	Private sector participation

Outside of national security, private sector organisations also need to be 
held accountable for the ethical collection, storage, and use of biometric 
data. These also need to be governed by explicit regulation. To aid this 
process, businesses should identify the human rights most likely to be 
impacted by an enterprise’s activities and devise effective ways to prevent 
and mitigate the ethical implications.

b.	Voluntary, willing, and repeated consent

The difference between first- and second-generation biometrics lies in the 
awareness of the data being collected. The required physical contact in first-
generation biometrics enables an individual to consent to the submitted data. 
In the case of surveillance with second-generation biometric techniques, 
data capture and processing are distant, and possibly covert, removing the 
requirement for willful consent at the time of data submission or collection. 

c.	 Behavioural attributes

Another ethical concern regarding second-generation biometric data is the 
process of analysis. The behavioural aspect of collection requires the analysis 
to be standardised and associated with individuals based on social norms. 
These norms differ socially, culturally, and even individually, increasing 
the scope for misjudgment rather than depending on self-identification. 
Moreover, the automation of this process furthers the possibility of 
misjudgment beyond human error.96 
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ince collecting and using biometric data experience the same 
concerns as other information, the associated challenges can be 
addressed by ensuring compliance and conducting regular risk 
assessments. 

Risk assessment

The risk assessment for human rights highlights due diligence on the part 
of businesses and involves conducting risk assessments that examine actual 
and potential human rights impacts, both direct and indirect, of business 
operations. Risk assessments should include all phases and aspects of 
business activities and monitor how the nature and scope of the risks may 
change over time. For example, data handling should include collection, 
retention, processing and sharing, and data disposal. Due diligence 
responsibilities should also cover all phases of technology development and 
deployment, including in relation to the sale or transfer of the product and 
after-sales support and maintenance.97

Compliance

Risk assessment needs to complement compliance measures. Governments 
and private organisations should adopt policies that establish minimum 
standards for existing legal and policy frameworks, including regulatory 
safeguards required by home countries or other government or public 
authorities. As part of their due diligence process, companies must also 
assess potential business relationships, including public authorities, to 
identify, prevent, and mitigate potential human rights impacts before 
entering contractual relationships. In addition, business enterprises must 
ensure that their operations are guided by international human rights law, 
including the ‘respect, protect, remedy’ framework established under the 
United Nations Guiding Principles on Business and Human Rights.98 
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Updating technologies for privacy

In addition to technological innovations for collecting and analysing such 
data, technologies and software need to be regularly updated to maintain 
privacy. For example, biometric systems can be developed to include 
liveness detection, which is used to distinguish between live and recorded 
biometric samples. This technology can differentiate between a live image 
and a 2D or 3D-printed representation of a person’s face and can counter 
spoofing. However, a biometric solution may still be at risk of spoofing, 
function creep, and other attacks, thus requiring multi-level technology 
barriers to aid privacy.99
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B iometrics are being globally incorporated in governance and 
business. However, regulations and legal guarantees around 
the same are still developing. The vast potential for new forms 
of knowledge production, policymaking, implementation, 
targeting, and the development of prevention strategies, 

while welcome, will also give rise to new forms of surveillance that may not 
be entirely benign. 

Private sector organisations are not always liable to local governing 
structures and tools. If biometric data is collected and stored by organisations 
that are registered in locations without appropriate government tools, data 
and individual privacy may not be protected even though global norms 
label biometric data as an important right that requires protection. 

Article 12 of the Universal Declaration of Human Rights and Article 
17 of the International Covenant on Civil and Political Rights discuss an 
individual’s privacy rights.100,101 However, the language used is vague, 
resulting in their applicability to many fields other than just biometric data. 
Thus, there is an increasing need for explicit policies to protect biometric 
data. 

India

The Information Technology Act, 2000 (IT Act) classifies biometric data as 
sensitive personal data102 and covers the collection, disclosure, and sharing 
of such information. India also has the Aadhaar (Targeted Delivery of 
Financial and Other Subsidies, Benefits and Services) Act, 2016, according 
to which, biometric data collected under its database is considered as 
‘sensitive data’ under the IT Act.103 

India has also made attempts at data privacy legislation—the most 
recent iteration of which was in 2022—under which sensitive data has 
been merged with personal data, and biometrics is only mentioned as an 
example.104 Further, this legislation assumes consent based on participation 
rather than informed and willful consent, furthering the problem of 
privacy with integrity. G
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United Kingdom

The proposed EU AI Act, applicable in the EU and the UK, defines 
biometric data for authentication and identification.105 However, the act 
overtly only considers biometric data to include face scans, with FRT as 
the underlying governed technology, whereas other forms of biometrics 
are not mentioned in the Act. While this is one step ahead of India, its 
exclusion of different forms of biometrics, especially vocal-recognition and 
second-generation biometrics, is concerning, as these alternative biometrics 
are becoming increasingly common in national security, civic spaces, and 
personal devices. 

The United States 

The Illinois, Texas, and Washington state laws govern biometrics in the 
US. Illinois became the first state to pass a biometric data privacy law, the 
Biometric Information Privacy Act (BIPA), in 2008, allowing for a private 
right of action, and holds the statute till date. The BIPA places compliance 
requirements and barriers on repurposing biometric data collectors.106 
However, much like the laws in the UK, it does not include second-
generation biometrics in the definition of biometric data. 

Texas and Washington also have broad biometric privacy laws, but 
neither creates a private right of action like the Illinois Act. Other states 
have passed information privacy bills, but they all follow the scope of the 
BIPA and exclude second-generation biometrics.107

Australia

Australia has outlined a set of Information Privacy Principles under the 
Privacy and Data Protection Act 2014. These principles cover biometric data 
and the interaction of biometric data and systems with privacy concerns.108 
The Office of the Victorian Information Commissioner (OVIC)m covers 
biometric data that includes static physical data and behavioural data, 
including keystroke dynamics and individuals’ gait or signature. 

m	 The primary regulator and advisor to the Victorian Government in Australia on the collection, 
use, and dissemination of data. 
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Australia also launched a critical infrastructure centre to oversee biometric 
data and protect classified information (including biometric data) under 
an agreement established with France.109 

While OVIC has highlighted the importance of biometrics in relation 
to the existing Privacy and Data Protection Act, OVIC’s mention of 
behavioural biometric data can be expanded to include social behavioural 
biometric data before daily use of this form of computational social science 
is normalised. 

Japan

The biometric recognition system in Japan does not involve live facial 
recognition and uses existing images of those who have been previously 
arrested.110 Thus, while law enforcement in Japan does not currently 
report using behavioural and live biometrics, biometric data is still stored 
in databases. 

Japan’s Act on the Protection of Personal Information, updated in 2017, 
includes physical biometric data under the protections allowed for personal 
data. The forms of biometric data included are static physical imagery, 
facial recognition, palm and fingerprint scans, iris scans, vocal prints, and 
DNA.111 

In its most recent iteration, updated as of March 2023, biometric data is 
also protected under data that cannot be anonymised, or ‘pseudonymised 
data’. Such data has protections for the use and identification of individuals 
by businesses but does not have protections for public sector use. Further, 
as in other regulations globally, the acts do not cover behavioural biometric 
data. 

South Africa 

South Africa launched its Protection of Personal Information Act in July 
2020, which includes biometric information.112 As per the Act, biometric 
data includes any data that can identify an individual through physical, G
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psychological, or behavioural means, which include blood type, fingerprints, 
DNA, iris scans, and voice recognition.113 The Act ensures that any data that 
has been “de-identified”, which requires the anonymising of information, 
which cannot be “re-identified” for civil purposes. However, biometric data 
can identify individuals at all levels of law enforcement and national security. 
While the Act includes behavioural biometric data, it does not provide any 
special protections for such data. 

Brazil 

Brazil’s General Law for the Protection of Personal Data (LGPD) covers 
anonymised and sensitive data with protections for the individual. However, 
biometric data is covered only under sensitive personal data.114 Further, 
under its definitions, while genetic data is highlighted separately from 
biometric data, behavioural biometric data needs to be explicitly mentioned. 

Globally, biometric data is used by private-sector corporations, public-
sector organisations, and law enforcement agencies. However, most 
regulations in the field only protect biometric data partially, if at all. 

G
lo

b
a
l 

R
eg

u
la

to
ry

 
G

lo
b
a
l 

R
eg

u
la

to
ry

 
L
a
n
d
sc

a
p
e

L
a
n
d
sc

a
p
e



25

Explicit definition and subtypes of biometric data 

As in the context of India and several US states, there is no explicit mention 
of biometric data outside of general data. However, in all cases, biometric 
data falls under sensitive data. However, there is still a need to quantify 
the protection of biometric data, both primary and secondary, and the 
associated bio-informatics. 

It is thus necessary for national governing authorities to explicitly 
mention biometric data at the government and national levels, especially 
in terms of required consent in biometric data collection, and conduct 
compliance measures and checks to hold participating parties accountable. 
These should be extended to second-generation biometrics, especially 
considering the advent of FRT. 

Standardised privacy-preserving biometric 
schemes (PPBS)

Standardisation of PPBS should be enforced at a national and international 
level. These methods can include biometric encryption,n cancellable 
biometric databases with biohashing,o and cancellable biometric databases 
with non-invertible transformed outputs.p,115 

Individual systems of privacy protection also have drawbacks and can 
be combined with secure computational PPBSs such as homomorphic 
encryption,q which combines the abovementioned methods and creates 
privacy while ensuring data validity and verification.116

n	 This can be of two types—key binding, where a randomly generated secret key is encrypted 
using biometric features, and key generating, where a key is rendered from the biometric 
database. 

o	 Biohashing is a two-step verification process that includes a randomly generated key and a user-
created key that must be used to access the full biometric inferable data. 

p	 Non-invertible transform results in a ‘transformed’ feature set that is difficult to trace back to its 
original and individual form. 

q	 Homomorphic verification extracts the data and encrypts it with a key. This key, when entered, 
measures the validity of the data by means of a distance matrix to verify the information 
retrieved without accessing the original dataset and data submitted, therefore maintaining 
privacy.
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The International Organization for Standardization (ISO), under ISO/
IEC JTC 1/SC 37, has established standards around the need for biometric 
storage, protection against false authentication attacks, and the need 
for verification.117 However, to truly implement these, governments will 
require regulation around standardising sensors to detect attacks and 
ensure PPBSs at the organisational and government levels. 

Usage of clearance and checkpoints

Different forms of data, i.e., primary biometric data, secondary biometric 
data, and the informatics derived from them, need to be defined with 
varying levels of protection for sharing and use. Furthermore, these 
subdivisions in the governing documents need to include the clearance 
level and checkpoints to ensure that the inferred data and datasets cannot 
be misused. Such checkpoints can include trained human supervision until 
the error rates of automated systems are reduced. Legislations governing 
biometrics should include all forms of data, including second-generation 
biometrics, and create mechanisms for purpose limitation and repurposing 
barriers so that innovations in the field are not only governed by technical 
barriers and private-sector compliance. These mechanisms should also be 
held accountable at a national level. 

Legal guarantees and authorised governing bodies

While regulations are necessary, legal guarantees are essential in the case 
of exploitation. For example, individuals should be allowed to withdraw 
data if the purpose of the data is extended beyond their consent. Further, 
if these regulations are removed and submitted information must be 
complied with, governing bodies should hold organisations accountable. 
This includes establishing a governing body to oversee biometric data 
protection regulation and compliance. 
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Statute of limitations on collection

All collected biometric data, depending on the intention and purpose 
limitation outlined at the point of collection, should be destroyed and 
discarded effectively after the decided-upon time. In cases of national 
security, law enforcement, and immigration, where biometric data may 
need to be maintained for a longer duration, the data can be updated to 
include changes in fingerprints or individual gait, representing physical and 
biometric data that may alter with age or injury. However, data collected for 
access and authentication cases in the public and private sectors should be 
discarded after a predetermined period. The UK National Health Service, 
for example, has claimed that they hold DNA data for a period of five years 
in some cases, before it is destroyed.118 

Grades of protection

Similarly, depending on the authority using the data and the purpose for 
which it was collected, the data can have different grades of protection, 
allowing more individual autonomy and purpose limitation in private-
sector collection.
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As the forms of biometric data and their use and tools 
expand, the parameters for their human rights and privacy-
compliant use continue to evolve accordingly. Bridging the 
gap between technological developments and legal and 
policy responses is a constant challenge for governments 

and has associated problems that may not have overarching solutions. 

Biometric data collection has been used for racial profiling and 
unethical enforcement of state power. Lack of privacy, loss of access and 
authentication rights, and exclusion of people with disabilities are additional 
risks associated with biometrics. However, current forms of legislation 
are inadequate to address these disadvantages. With advancements in 
biometrics, including FRT, voice recognition, and behavioural biometrics, 
there is a need to enhance these legislations to pre-empt technological 
advancements and adoption in daily use and ensure that ethical challenges 
are addressed, as opposed to waiting for social and ethical disruptions 
before creating compliance checks and regulatory barriers. 

A human rights-conscious approach also necessitates due attention to 
implementing strong protections for data-sharing and use. Reduced 
foreseeability of future implications also means that consequences of data 
use may not have been foreseeable when data was collected. This challenges 
the adequacy of informed consent as the basis for processing personal data, 
fairness and transparency in collection and processing, purpose limitation, 
and accountability in data handling. It further highlights the importance 
of assessing data use lawfulness and human rights compliance at every 
stage.
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