
Kulyk, Igor; Shevchenko, Maryna; Melnyk, Anatolii et al.

Article

Development of high-speed algorithm for binomial
arithmetic addition

Technology audit and production reserves

Reference: Kulyk, Igor/Shevchenko, Maryna et. al. (2024). Development of high-speed algorithm for
binomial arithmetic addition. In: Technology audit and production reserves 2 (2/76), S. 25 - 31.
https://journals.uran.ua/tarp/article/download/301309/293821/696111.
doi:10.15587/2706-5448.2024.301309.

This Version is available at:
http://hdl.handle.net/11159/653933

Kontakt/Contact
ZBW – Leibniz-Informationszentrum Wirtschaft/Leibniz Information Centre for Economics
Düsternbrooker Weg 120
24105 Kiel (Germany)
E-Mail: rights[at]zbw.eu
https://www.zbw.eu/econis-archiv/

Standard-Nutzungsbedingungen:
Dieses Dokument darf zu eigenen wissenschaftlichen Zwecken
und zum Privatgebrauch gespeichert und kopiert werden. Sie
dürfen dieses Dokument nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, aufführen, vertreiben
oder anderweitig nutzen. Sofern für das Dokument eine Open-
Content-Lizenz verwendet wurde, so gelten abweichend von diesen
Nutzungsbedingungen die in der Lizenz gewährten Nutzungsrechte.

Terms of use:
This document may be saved and copied for your personal and
scholarly purposes. You are not to copy it for public or commercial
purposes, to exhibit the document in public, to perform, distribute
or otherwise use the document in public. If the document is made
available under a Creative Commons Licence you may exercise further
usage rights as specified in the licence.

  https://zbw.eu/econis-archiv/termsofuse

https://www.zbw.eu/econis-archiv/
https://www.zbw.eu/
http://hdl.handle.net/11159/653933
mailto:rights@zbw-online.eu
https://www.zbw.eu/econis-archiv/
https://zbw.eu/econis-archiv/termsofuse
https://www.zbw.eu/


INFORMATION AND CONTROL SYSTEMS:
INFORMATION TECHNOLOGIES

25TECHNOLOGY AUDIT AND PRODUCTION RESERVES — № 2/2(76), 2024

ISSN 2664-9969

UDC 004.383 
DOI: 10.15587/2706-5448.2024.301309

DEVELOPMENT OF HIGH-SPEED 
ALGORITHM FOR BINOMIAL 
ARITHMETIC ADDITION

The object of research is the method and algorithm of arithmetic addition of binomial numbers generated by 
binary binomial counting systems. The lack of binomial arithmetic, in particular the operation of adding binary 
binomial numbers, in a certain way prevents their introduction into information systems and the construction of 
information and communication technologies based on them for combinatorial optimization, generation of combi-
natorial objects, data compression and encryption.

In the framework of the proposed approach, instead of operating with binomial coefficients, only operations 
with their upper and lower parameters are carried out. At the same time, the weighting coefficients of binary bi-
nomial numbers, which are added to each other, are represented in the form of two-component tuples. Taking this 
into account, this paper presents an algorithm for binomial arithmetic addition using dynamic arrays.

The main idea, which is included in the structure of the algorithm of binomial arithmetic addition based on 
dynamic arrays, is that the transition from a two-dimensional model of summation to a one-dimensional one is 
carried out. At the same time, only available, existing binomial coefficients are placed in the dynamic array. Ac-
cordingly, the search for binomial coefficients equal to or greater than the quantitative equivalent takes place in 
much smaller areas. In comparison with the algorithm based on matrix models, this quite significantly reduces the 
amount of time spent when performing the summation operation, and also reduces the requirements for the amount 
of memory required for placing two-component tuples of the assembly array.

In the course of the research, a several-fold decrease in the number of machine cycles required to search for the 
necessary elements in the dynamic array was practically confirmed. This leads to an increase in the performance 
of the presented algorithm of binomial arithmetic addition based on dynamic arrays. In turn, this leads to the ac-
celeration of solving information tasks of combinatorial optimization, generation of combinatorial objects, data 
compression and encryption, for the solution of which the operation of adding binary binomial numbers is used.
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1.  Introduction

At the current stage of development of digital comput
ing systems, positional heterogeneous computing systems 
are becoming increasingly widespread for solving infor
mational tasks [1–3]. Factorial, Fibonacci and binomial 
number systems occupy a special place among them. In 
comparison with traditional degree systems of counting, 
such as binary, they have a more complex structure and 
such positive qualities as redundancy, builtin means of 
detecting errors, and the ability to generate combinatorial 
objects. This allows heterogeneous computing systems to 
successfully solve specialized tasks of reliable message trans
mission, endtoend control of processed data, information 
compression, combinatorial optimization, implementation 
of interferenceresistant machine arithmetic [4–6]. At the 
same time, when solving many specialized problems, unique 
characteristics can be achieved in terms of speed or fault 
tolerance of the equipment, which cannot be obtained on 

the basis of the binary counting system, unless additional 
consumable hardware or software is used.

A special place among nonhomogeneous ones is occupied 
by structural binomial counting systems with a binary al
phabet [4, 7]. This is due to the fact that they have greater 
redundancy, are able to generate combinatorial objects, the 
structure of which is related to combination numbers, and 
also simply form binary binomial numbers. The prospect of 
a wider application of binary binomial counting systems for 
the creation of new information technologies for data pro
cessing is determined by the newly obtained matrix models 
of binomial numbers and the matrix binomial arithmetic 
addition algorithm [8, 9]. The algorithm for arithmetic ad
dition of binary binomial numbers based on matrix models 
presented in [10] is characterized by efficiency and ease 
of practical implementation, as it consists of fairly simple 
operations. But its disadvantage is low speed, which is ex
plained by the need to perform cell search operations in very 
bulky areas of the matrix of binomial arithmetic addition.
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Therefore, reducing the time for obtaining the result 
of the arithmetic addition of binary binomial numbers is 
an urgent task, as it will contribute to the acceleration of 
the solution of many information problems, for example, 
processing of binomial numerical information, combinatorial 
optimization, generation of common combination codes, etc.

The theoretical aim of this research paper is to minimize 
the time spent on arithmetic addition of binary binomial 
numbers. In practical terms, this means speeding up the 
solution of specialized data processing tasks through the 
creation of new information and communication technolo
gies based on binary binomial counting systems.

The task of this scientific work is to build a faster 
algorithm for the arithmetic addition of binary binomial 
numbers, which will eventually make it possible to increase 
the performance of specialized devices or software tools 
that function on the basis of binary binomial numbers.

The object of research is the method and algorithm 
of arithmetic addition of binomial numbers generated by 
binary binomial counting systems. The subject of research 
is the process of transformations of weight coefficients 
of binomial numbers and the formation of transfer units 
from one binomial digit to another, which occur during 
the arithmetic addition of binary binomial numbers.

2.  Materials and Methods

2.1.  Method  of  arithmetic  addition  for  binary  binomial 
numbers. Binary binomial number systems belong to the 
class of heterogeneous structural systems [4, 7]. The nu
merical function of the binary (n,k)binomial counting 
system looks as follows [8, 10]:
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where n and k – parameters of the binary binomial number 
system; xi – the binary binomial number xi ∈{0,1}; qi – the 
sum of unit values xi from the first digit to the (i–1)th 
inclusively, 0 ≤ qi ≤ k–1.

Binary (n,k)binomial numbers Xj = x1x2…xi…xr must sa
tisfy systems of codeforming constraints of the form [8, 10]:

((l = n–k) ∧ (xr = 0)) ∨ ((q = k) ∧ (xr = 1)), (2)

where l and q – the number of zeros and ones, respectively, 
in a binary (n,k)binomial number. Binary (n,k)binomial 
numbers Xj generated using constraint systems (2) have an 
uneven length min(k, n–k) ≤ r ≤ n–1. To carry out arithmetic 
addition, the binomial numbers Xj = x1x2…xi…xr are brought 
to even numbers by adding binary zeros to the last rth 
digit, until the total number of digits is n–1. Some non
uniform and their corresponding uniform (8,4)binomial 
numbers, as well as their quantitative equivalents Fj are 
listed in the Table 1 (added zero bits are marked in gray).

Numerical function (1) demonstrates the presence of 
a complex functional relationship between the values of 
the weighting coefficients of the binomial number Xj, which 
makes it much more difficult to perform arithmetic operations 
on Xj . To take into account this connection, it is proposed 
to represent the binomial coefficients from the numerical 
function (1) through twoelement tuples (ai, Di) [8, 10]:
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where Di = bi–ai is called a combination of parameters. The 
ordered qsample SXj = ((ai, Di)(1), (ai, Di)(2),…, (ai, Di)(q)) 
consists of tuples (ai, Di), which uniquely displays the 
binary binomial number Xj. On the basis of the obtained 
qsample SXj, a (0,1)matrix of a binary binomial number is 
constructed, which has the dimension k × (n–k). According 
to the coordinates 1 ≤ aI ≤ k in the columns and 0 ≤ Di ≤ n–k–1 
in the rows, a unit is entered in the corresponding cell, 
and zeros are written in the remaining cells (the far right 
column a = k, the highest row D = n–k–1). The basis for 
the (0,1)matrix is the matrix of possible weighting coef
ficients, so the presence of a unit cell means the presence 
of a corresponding binomial coefficient. On the basis of 
(0,1)matrices of binary binomial numbers being added, 
a matrix of binomial arithmetic addition, the socalled 
(0,11...1)matrix, is constructed, with the addition of a zero 
column a = 0 on the right. The zero column is intended 
to form a unit, which completes the creation of a unit 
row or subrow. Obtaining such a final unit precedes the 
operation of transfer to the highest binomial digit [8, 10].

Table 1

Correspondence between some irregular, regular (8,4)-binomial numbers 
and their quantitative equivalents Fj

Fj Irregular (8,4)-binomial numbers Regular (8,4)-binomial numbers

1 0 0 0 1 0 0 0 0 1 0 0 0

9 0 0 1 1 0 0 0 0 1 1 0 0 0

24 0 1 0 1 1 1 0 1 0 1 1 1 0

37 1 0 0 0 1 1 0 1 0 0 0 1 1 0

69 1 1 1 1 1 1 1 1 0 0 0

As an example, Fig. 1 shows the (0,1)matrices of binary 
(8,4)binomial numbers X′j = 0011000 and X″j = 0101110, as 
well as the appearance of the original (0,11...1)matrix of 
binomial arithmetic addition.

 
Fig. 1. (0,1)-matrices of binary binomial numbers X j′ = 0011000, 

X j″ = 0101110 and the original (0,11...1)-matrix  
of arithmetic addition

In the (0,11...1)matrix, a cell with several units is al
lowed, that is, the existence of several identical weighting 
coefficients is displayed.

To transform the cells of the assembly matrix, namely 
the coordinates a and D, in order to perform Xj′+Xj″, 
known combinatorial relations [9] for the numbers of com
binations are used. The transformation of the binomial 
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coefficients, expressed through the upper a and lower D 
parameters, looks as follows:

1) transformation V transfer:

(a, D) = (a, D–1)+(a–1, D–1)+ … + 

+(1, D–1)+(0, D–1); (3)

2) W shift transformation:

(a, 0) = (c, 0) = (0, D); (4)

3) B symmetry transformation:

(a, D) = (D, a); (5)

4) transformation D decomposition:

(a, D) = (a, D–1)+(a–1, D). (6)

Considering transformations (3)–(6), the main advan
tage of the binomial addition method based on matrix 
models is that operations are performed not with binomial 
coefficients, but with their parameters a and D. At the 
same time, these actions are limited only to comparison 
operations, changing parameter cities, and subtracting a unit.

In the algorithm presented in [10], the most time
consuming operation is the search for transformed cells 
(as, Ds) to obtain the current (at, Dt) in order to form 
from a series of units in (0,11...1)matrices. This search 
takes place according to systems of equalities:

((0 ≤ as ≤ at–1) ∧ (0 ≤ Ds ≤ Dt+1)) ∨ ((at ≤ as ≤ k) ∧ 

∧ (0 ≤ Ds ≤ Dt–1)), (7)

when searching for equal (as, Ds) = (at, Dt), or:

((0 ≤ as ≤ at–1) ∧ (0 ≤ Ds ≤ Dt+1)) ∨ ((at ≤ as ≤ k) ∧ 

∧ (0 ≤ Ds ≤ Dt)), (8)

when searching for a larger (as, Ds)>(at, Dt).
Fig. 2 shows as an example in gray the search area (as, Ds) 

for finding an equal cell for the current (2, 3) in the process 
of adding binary binomial numbers 01101100 and 00101011.

 
Fig. 2. Demonstration of the search area when composing binary  

binomial numbers

Considering Fig. 2, it is possible to see that the search 
area (as, Ds) contains 19 cells that need to be viewed. 
Accordingly, it is necessary to spend 19 machine cycles 
instead of processing only the available unit cells of the 
matrix of arithmetic addition. Therefore, it is proposed 
to minimize the time of the operation in such a way as 
to operate and search for the reqired (at, Dt) only among 
single elements that reflect the available weighting factors. 
In this case, use a dynamic array of binomial numbers as 
a matrix of binomial addition. As a result, an algorithm 

for the arithmetic addition of binary binomial numbers is 
synthesized based on a dynamic array of twoelement tuples 
(a, D) that reflect the parameters of binomial (weight
ing) coefficients.

2.2.  Algorithm  for  binomial  arithmetic  addition  based 
on  dynamic  arrays. The algorithm proposed below uses  
a dynamic array S[(a, D), g] of arithmetic composition, 
where g – an index variable of the array. The arrange
ment of the elements (a, D) in the array is ordered as 
follows: with a fixed 0 ≤ D ≤ n–k–1, starting with D = n–k–1, 
all tuples (k ≤ a ≤ n, n–k–1), starting with a = k. Adding 
elements to the array S[(a, D), g] according to the algo
rithm takes place in the specified order of placement. Let’s 
also agree that the symbol «/» indicates the operation of 
removing elements from the array, the symbol «++» – the 
operation of adding elements to the array.

Step 1. Filling the dynamic arrays X′[m] and X″[l] 
with tuples (a′m, D′m) and (a″l, D″l) corresponding to 
binary (n,k)binomial numbers Xj′ and Xj″:

X′[m] = ((k, D′1), (k–1, D′2), …, (a′m, D′m),  

…, (k–q′+1, D′q′)), m = 1, 2, …, q′;

X′′[l] = ((k, D′′1), (k–1, D′′2), …, (a′′l, D′′l),  

…, (k–q′′+1, D′′q′′)), l = 1, 2, …,q′′.

Step 2. The assignment operation is performed:

S[(a, D), g] = X′[m], S[(a, D), g] = X′′[l],  

g = 1, 2,…, gmax, gmax = q′+q′′.

There is the initial dynamic array of arithmetic addi
tion to implement transformations V, W, B and D (3)–(6):

S[(a, D), g] = ((k, D′1), (k–1, D′2),  

…, (ag, Dg), …, (k–q′′+1, D′′q′′)) =  

= ((k, D1), (a2, D2), …, (ag, Dg), …, (aq′+q′′, Dq′+q′′)),

where the array can contain two or more identical tuples 
(a, D), at the beginning of the algorithm maxg ≤ 2k.

Step 3. The initial element of the array S[(a, D), g] 
has the form:

(at, Dt) = S[(a, D), g = 1] = (k, D1),

where at and Dt – the current values of the parameters 
of the array element being processed.

Step 4. If for the elements (a, D) of the array S[(a, D), g] 
with g = 1, 2, …, gmax and each fixed a = k, k–1, …, k–gmax+1 
the condition is fulfilled:

$!(a, D) at D = n–k–1, n–k–2, …, 0,

then the transition to the next step is carried out (the 
first condition for the completion of binomial addition). 
Otherwise, proceed to Step 6.

Step 5. If for each pair of elements (a′+1, D′′) and 
(a′, D′) of the array S[(a, D), g] of binomial composition 
with g = 1, 2, …, gmax the condition is fulfilled:

D′′ ≥ D′ at 0 ≤ D′, D′′ ≤ n–k–1,
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then the transition to Step 15 is carried out (the second 
condition for completion of binomial addition). Otherwise, 
proceed to Step 6.

Step 6. If for a given 0 ≤ D ≤ n–k–1 the condition is fulfilled:

at = 0,

then the transition to the next step is performed (the fulfillment 
of this condition means the need to carry out the transfer 
to the higher binomial digit). Otherwise, proceed to Step 8.

Step 7. For a given 0 ≤ D ≤ n–k–1, elements are removed 
and added:

S[(a, D), g] = 

= S[(a, D), g]/((at, Dt), (at–1, Dt), …, (0, Dt)),

S[(a, D), g] = S[(a, D), g]++(at, Dt+1),

execution of the transformation V transfer (3). In this case, 
gmax = gmax–at and the initial element becomes: (at, Dt) ← 
← (at–1, Dt+1) (the initial element (at, Dt) can be part 
of the array binomial addition, and be absent).

Step 8. If the array S[(a, D), g] satisfies the condition:

($(at, Dt)) ∧ ($(at–1, Dt+1)),

then operations of removing and inserting elements are car
ried out:

S[(a, D), g] = S[(a, D), g]/(at, Dt),

S[(a, D), g] = S[(a, D), g]/(at–1, Dt+1),

S[(a, D), g] = S[(a, D), g]++(at, Dt+1),

inverse transformation D–1 of expansion (6). At the same 
time, gmax = gmax–1 and the initial element becomes: (at, Dt) ← 
← (at, Dt+1). Then proceed to Step 9. Otherwise, proceed 
to the next step:

Step 9. If the condition is satisfied for the array S[(a, D), g]:

$(at, Dt),

then the initial element becomes: (at, Dt) ← (at–1, Dt) and 
the transition to Step 9 is performed. Otherwise, the transi
tion to the next step is performed (formation of a series of 
sequentially placed elements (a, D) in the array at a fixed 
0 ≤ Dt ≤ n–k–1, starting from the value 1 ≤ at ≤ k).

Step 10. If in the component value change area:

((0 ≤ as ≤ at–1) ∧ (0 ≤ Ds ≤ Dt+1)) ∨ ((at ≤ as ≤ k) ∧ 

∧ (0 ≤ Ds ≤ Dt–1)),

of array elements S[(a, D), g] there is such an element, 
which component values satisfy the following condition:

((Ds = 0) ∧ ((Dt = 0)) ∨ (at = 0)) ∨ ((at = Ds) ∧ (Dt = as)),

then operations of removing and inserting elements are 
carried out:

S[(a, D), g] = S[(a, D), g]/(as, Ds),

S[(a, D), g] = S[(a, D), g]++(at, Dt),

where the search for the transformed element: the equality 
of the transformed and searched elements, only transfor
mations of W shift (4) or B symmetry (5) are possible. 
At the same time, the maximum value gmax of the array 
remains unchanged and the transition to Step 4 is performed. 
Otherwise, the transition to the next step is performed.

Step 11. If the elements of the array S[(a, D), g] fulfill 
the condition:

$(at+1, Dg), where Dg = Dt+1, Dt+2, …, n–k–1,

then the transition is made to Step 13. Otherwise, the 
transition to the next step is made (search for the trans
formed element: the weight of the transformed element 
is greater than the weight of the sought one, the ele
ments that already participate in the formation of series 
of sequentially located elements are taken into account 
at the values a = at+1 and D ≥ Dt+1).

Step 12. If in the area of changing the values of the 
component:

((0 ≤ as ≤ at–1) ∧ (0 ≤ Ds ≤ Dt+1)) ∨ ((at ≤ as ≤ k) ∧ 

∧ (0 ≤ Ds ≤ Dt–1)),

of the array elements S[(a, D), g] there is such an element 
for the value of which the condition is fulfilled:

(as, Ds) > (at, Dt),

then the transition to Step 14 is carried out (the weight 
of the detected element is greater than the weight of the 
sought one in the absence of elements having a = at+1 and 
D ≥ Dt+1, the search for elements larger in terms of their 
quantitative equivalent in the above area means the pres
ence of already formed (k, Dt), (k–1, Dt), …, (at+1, Dt)). 
Otherwise, the initial element becomes (at, Dt) ← (at, Dt–1) 
and the transition to Step 8 is made.

Step 13. If in the value change area of the component:

((0 ≤ as ≤ at–1) ∧ (0 ≤ Ds ≤ Dt+1)) ∨ ((at ≤ as ≤ k) ∧ 

∧ (0 ≤ Ds ≤ Dt)),

of the array elements S[(a, D), g] there is such an element 
for the value of which the condition is fulfilled:

(as, Ds)>(at, Dt),

then the transition to the next step is carried out (the 
weight of the detected element is greater than the weight 
of the searched one in the presence of elements having 
a = at+1 and D ≥ Dt+1, the search for elements larger in terms 
of their quantitative equivalent in the above area means 
the presence of forbidden (k, Dt), (k–1, Dt), …, (at+1, Dt)). 
Otherwise, the initial element becomes (at, Dt) ← (at, Dt–1) 
and the transition to Step 8 is made.

Step 14. Removal and insertion of elements are performed:

S[(a, D), g] = S[(a, D), g]/(as, Ds),

S[(a, D), g] = S[(a, D), g]++((as, Ds–1), (as–1, Ds)).

At the same time, gmax = gmax+1 and the transition to 
Step 8 is carried out (transformation D of expansion (6) 
for the transformed element of the array).
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Step 15. As a result, the array S[(a, D), g] takes the 
form of a dynamic array Z[j] of the result of the sum Zj:

S[(a, D), g] = ((k, D1), (k–1, D2), …, (aj, Dj),  

…, (k–q+1, Dq)) = Z[j], j = 1, 2, …, q; gmax = q,

completion of binomial arithmetic addition Zj = Xj′+Xj″ using 
a dynamic array of parameters of weighting coefficients.

Step 16. According to each (aj, Dj) of the obtained 
array Z[j], the unit digit number of the (n–1)digit (n,k)
binomial number Zj is calculated:

i = n–aj–Dj.

The remaining digits are filled with zeros and the al
gorithm is completed (transition from the result array to 
the binary even (n,k)binomial number Zj).

3.  Results and Discussions

Let’s demonstrate the operation of the presented al
gorithm using the example of adding two (7,3)binomial 
even numbers Xj′ = 010010 and Xj″ = 100010. At the same 
time, let’s focus on the results of performing the main 
steps that lead to a change in the composition of the 
array S[(a, D), g] of binomial arithmetic addition.

At the beginning of the algorithm, that is, after Steps 1 
and 2, there are the arrays corresponding to binomial 
numbers X′[m] = ((3, 2), (2, 0)), m = 1, 2 and X″[l] =  
= ((3, 3), (2, 0)), l = 1, 2, as well as the array itself of the 
form S[(a, D), g] = ((3, 3), (3, 2), (2, 0), (2, 0)).

After Steps 3, 4, 6, 8, and 9, the element (2, 3) be
comes the output. Then, in Step 10, let’s find an ele
ment (3, 2) equal to it in quantitative value in the array 
S[(a, D), g]. According to the transformation B of symmetry 
(5), the following operations are performed: S[(a,  D),  g] = 
= S[(a,  D),  g]/(3, 2) and S[(a,  D),  g] = S[(a,  D),  g]++(2, 3),  
and the array itself looks as follows S[(a,  D),  g] =  
= ((3, 3), (2, 3), (2, 0), (1, 0)). After Step 6 checks the 
formation of the series, Steps 8–13 are cyclically performed 
four times. The result of such cyclic execution is the assign
ment of the original current element (1, 0), searching and 
finding through Step 10 the corresponding quantitatively 
equivalent element (2, 0). Step 10 performs the opera
tions S[(a,  D),  g] = S[(a,  D),  g]/(2, 0) and S[(a,  D),  g] = 
= S[(a,  D),  g]++(1, 0), and the array itself appears as  
S[(a, D), g] = ((3, 3), (2, 3), (2, 0), (1, 0)). Next, the refe rence 
to Steps 4, 6 and 8, the conditions of which are not fulfilled, 
and the action of Step 9 assigns the original element (0, 0). 
The next Step 11 detects the corresponding quantitatively 
equivalent element (2, 0), which is contained in the ar
ray, and the operations S[(a,  D),  g] = S[(a,  D),  g]/(2, 0) and  

S[(a, D),  g] = S[(a, D),  g]++(0, 0), take place, and the array 
itself takes the form S[(a, D), g] = ((3, 3), (2, 3), (1, 0), (0, 0)).  
The algorithm termination condition in Step 4 is not sat
isfied because there is an element with a = 0. The next 
Step 6 detects a series of elements (1, 0), (0, 0) with 
a fixed D = 0, so Step 7 performs V transformation (3): 
S[(a,  D),  g] = S[(a,  D),  g]/((1, 0), (0, 0)) and S[(a,  D),  g] =  
= S[(a,  D),  g]++(1, 1). Then the addition array looks like 
S[(a, D), g] = ((3, 3), (2, 3), (1, 1)). The following Steps 4 and 5,  
checking the current form S[(a, D), g], determine the comple
tion of binomial arithmetic addition. After Steps 15 and 16, 
there is the final resulting array Z[j] = ((3, 3), (2, 3), (1, 1))  
and the corresponding binary (7,3)binomial uniform num
ber Zj = 110010.

Applying the numerical function (1) for the binary 
(7,3)binomial number system, let’s make sure that the 
obtained result is correct. Thus, the decimal equivalents 
of the binary binomial terms are dec(010010) = 11 and 
dec(100010) = 21, and the result of the binomial sum is 
dec(110010) = 32. Hence, summing up the decimal va
lues of the terms, there is the necessary result, which 
confirms the correctness of the binomial arithmetic ad
dition algorithm.

A comparative analysis of the maximum values of the 
number of machine cycles spent on the search for array 
elements according to the presented algorithm or matrix 
cells according to the algorithm described in [10] is given 
in Table 2. For the initial array elements (matrix cells) of 
the form (1, 3), (1, 2) and (1, 1) in Table 2 shows the 
amount of clocks for searching both equal and greater than 
the quantitative equivalent of array elements (matrix cells).  
It should be noted that in Table 2 for the algorithm of 
binomial arithmetic addition based on matrix models, the 
maximum values of the number of cycles are indicated. 
The actual values of the numbers for it may be smaller, 
but with a high probability, the number of machine cycles 
required to find the corresponding elements in the case 
of applying an algorithm based on a dynamic array is 
still greater.

The ratio of the number of cycles used for the search 
depends on the technical features of the implementation 
of the algorithms. But it can be unequivocally noted that 
the algorithm of binomial arithmetic addition based on 
dynamic arrays has a potentially higher speed compared 
to the algorithm using matrix models.

Considering the systems of equalities (7) and (8), which  
indicate the search areas for cells (at, Dt) of the matrix 
of the addition of binary binomial numbers, it can be 
asserted that the maximum number of cycles spent for 
the operation is:

T′max = at × (Dt+2)+(k–at+1) × Dt+ 

+at × (Dt+2)+(k–at+1) × (Dt+1). (9)

Table 2
Analysis of the number of machine cycles when performing search operations

Maximum number of beats

When searching for an equal or greater quantitative equivalent of the current array element  
or matrix cell of the form

(2, 3) (1, 3) (1, 2) (1, 1) (1, 0) (0, 0)

Algorithm based on the addition matrix [10] 14 26 23 15 5 5

Algorithm based on dynamic array 3 4 4 4 2 1

The ratio of the number of tacts to search, times 4.67 6.5 5.75 3.75 2.5 5
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Opening the parentheses and summing the same terms 
in expression (9), the following simplified equality can be 
obtained for the T′max value:

T′max = at+(k+1) × (2Dt+1). (10)

The maximum number of cycles T″max for finding the 
element (at, Dt) of the dynamic array with a high prob
ability will not exceed the double value of the maximum 
number of binary units 2k in the binomial number, that 
is, it is possible to assume:

T″max = 2k. (11)

This is the case when two binomial numbers are add
ed, each of which contains q = k units. Comparing expres
sions (10) and (11) for T′max and T″max, respectively, it is 
possible to conclude that T′max ≥ T″max at Dt = 1,2, …, n–k–1 
and fixed at = 0, 1, …, k. A more accurate assessment requires 
taking into account the technical properties of implement
ing binomial addition algorithms based on matrix models 
and dynamic arrays.

The advantages of the algorithm based on dynamic 
arrays presented in the work are the following:

1. Storage and operation only with the available ele
ments of the dynamic array of binomial arithmetic ad
dition leads to a significant increase in the speed of the 
summation algorithm of binary binomial numbers. In turn, 
this will have a positive effect on the acceleration of the 
solution of various information problems of combinato
rial optimization, data compression and encryption, etc., 
in which binary binomial numbers are used.

2. The transition to the use of a dynamic array, in 
which only the available elements are placed during trans
formations of weighting coefficients, will allow to reduce 
the amount of RAM used to store the array of binomial 
arithmetic addition. In general, this leads to a decrease 
in the total volume of hardware and software costs and 
the cost of practical implementation of the arithmetic ad
dition of binary binomial numbers.

3. On the basis of the presented method and algorithms 
for the arithmetical composition of binary binomial num
bers, it becomes possible to create and implement new 
effective information and communication technologies for 
information compression, interferenceresistant coding and 
encryption of data, and combinatorial optimization.

The disadvantages of the binomial arithmetic addition 
algorithm based on dynamic arrays considered in the work 
are the following:

1. Compared to the algorithm based on matrix models, 
the operations with the elements of the dynamic assembly 
array are more complex, in particular the operations of 
extracting, inserting and arranging elements.

2. In comparison with the algorithm based on matrix 
models, the procedures for current control of the correct
ness of intermediate transformations of weighted binomial 
coefficients are more complicated.

3. The transition from matrix placement of tuples (a, D) 
to onedimensional in a dynamic array leads to a more 
complex organization of the control system by arithmetic 
addition of binary binomial numbers. As a result, there is 
a certain increase in hardware and software costs when 
implementing the control unit of the binomial arithmetic 
addition system.

The possibilities and prospects of further research on 
binomial arithmetic addition are as follows:

1. Development of rules and procedures for the arith
metic addition of binary (n,k)binomial numbers in the case 
when there are transfers outside the matrix or array of 
binomial addition at given parameters n and k, i. e. outside  
the range of binary binomial numbers.

2. Development of new information and communication 
technologies using the method and algorithms of binomial 
arithmetic composition for solving problems of combinato
rial optimization, data compression, interferenceresistant 
coding and encryption of information.

The presented algorithm has a special prospect of use 
for solving specialized information tasks with limitations on 
time costs. For example, such specialized tasks include the 
generation of combination codes, arithmetic processing of 
signals represented by balanced codes, information compres
sion using binomial numbers. Binary binomial numbers are 
the basis of the structure of many combinatorial sequen
ces (equilibrium or quasiequilibrium codes, codes with 
restrictions on the placement of ones or zeros). Having an 
additional effective mechanism in the form of a method 
and a fastacting algorithm for the arithmetic addition of 
binomial numbers, it is possible to perform computational 
operations already on the specified combinatorial sequences. 
This significantly expands the functionality of information 
transformations of combinatorial codes. It should also be 
noted that the method and algorithms of binomial arith
metic addition did not exist until now.

A certain hindering factor regarding the implementation 
of the method and fast algorithm of binomial arithmetic ad
dition is the complexity of binary binomial counting systems 
and the binomial numbers generated by them. Accordingly, 
this leads to the complication of the structure and practi
cal implementation of binomial hardware and/or software 
systems, which limits their use for solving common infor
mation tasks. Binary binomial numbers show the greatest 
effectiveness in solving specialized problems of generating 
combinatorial objects built on the basis of combination 
codes, binomial compression and encryption of binary data.

The influence of martial law conditions. The experi
ence of operating the electronic equipment of the military 
equipment of the armed forces of Ukraine demonstrates 
the extreme importance of protecting the builtin control 
and data transmission systems, in particular, unmanned 
aerial vehicles, from external influences. This ensures the 
necessary levels of digital equipment fault tolerance and 
data exchange immunity. Based on the immunity inherent 
in binary binomial numbers and their ability to quickly 
solve combinatorial problems of recognition and finding 
optimal solutions, the task of developing binomial arithmetic 
becomes especially urgent. Under the conditions of martial 
law in Ukraine, this will accelerate the construction of 
protected information and communication technologies on 
its basis for implementation in military information systems.

4.  Conclusions

The developed algorithm of binomial arithmetic addition 
using dynamic arrays, in comparison with the algorithm 
based on matrix models, allows to reduce the time spent 
on the operation of adding numbers. In addition, during 
the practical implementation of the presented algorithm, 
the requirements for the required amount of RAM required  
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for placing and saving the elements of the dynamic array 
are reduced. Saving time and hardware and software costs 
is due to the transition from a twodimensional model of 
binomial arithmetic addition to a onedimensional array, which 
is built only on the basis of available binomial coefficients.

The obtained highspeed algorithm of binomial arithmetic 
addition provides additional opportunities in the creation 
of new information and communication technologies for 
combinatorial optimization, generation of combinatorial ob
jects, binomial compression and encryption of binary data. 
The effectiveness of solving the specified specialized tasks 
is due to the use of binary binomial counting systems and 
the binomial numbers generated by them.
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