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1. Introduction

OOCS and facilitate in-
atforms [1-3]. The aim

Various?theoretical frameworks have been adopted for
the evaluation and classification of MOOCs. Author of [1]
associated good learning with quality learning. It was critical,
in her opinion, to meet the characteristics of good learning
in order to accomplish effective learning. Author of [2]
based the 12-dimensional assessment framework, as well as
the 7Cs for learning design framework on this principle [3].

On the other hand, according to author of [3], the
first principles of instruction he proposed constituted the
foundation of all present pedagogical models and theories.

© The Author(s) 2022
This is an open access article

under the Creative Commons CC BY license

ystem for digital learning platforms: a mapping technique of massive open

. doi: https;//doi.org/10.15587/2706-5448.2022

Author of [3] suggested five guidelines for the develop-
ment of learning activities.

Author of [4] used theoretical frameworks to drive their
research into the development of evaluation frameworks focused
on open-ended questions and necessitating the assistance of
an expert. Author of [4] used a Web-based online instruction
approach to drive their evaluation of MOOCs based on three
global design dimensions: information, instruction, and learning.

The ultimate aim of this research is to evaluate and clas-
sify the user interface dimension of MOOCs based on their
learning objectives. The theoretical foundation of Bloom’s
taxonomy is most appropriate for our context since it covers
the different levels of cognitive learning and allowed for
classifying learning objectives according to six hierarchical
levels. The Bloom’s taxonomy includes a two-dimensional
framework consisting of knowledge and cognitive processes [5]:

— the first dimension includes the subcategories of

the first level of the original taxonomy;

— the second dimension renamed the six levels as verbs —

remembering, understanding, applying, analyzing, evaluat-

ing, and creating.

No research has been done on the automatic classifica-
tion of LOs. Machine learning has been used most often,
followed by the rule-based approach. The deep learning
approach has been used less often; only the ANN architecture
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has been tested in this context. BERT was used in a single
study for cognitive classification purposes [5]. There has
been some research comparing BERT and other machine
learning or deep learning models [6].

The BERT (Bidirectional Encoder Representations from
Transformers) model is based on two stages: pre-training
and fine-tuning [4, 5, 7]. During pre-training, the model is
trained on a large unlabeled corpus. The model is then fine-
tuned, starting with the pre-trained parameters and refining
all parameters with task-specific labeled data [6, 8]. A simple
transformer consists of an encoder that reads text input and
a decoder that generates a task prediction. BERT requires
only the encoder depicted in Fig. 1 because its objective
is to develop a model of the language representation [9].

BERT is based on the attention mechanism [10] that
was invented to allow a model to comprehend and remember
the contextual relationships between features and text.

BERT represents a single sentence or a pair of sentences
as a sequence of tokens with the following characteristics [11]:

— the first token in the sequence is CLS;

— when there is a pair of sentences in the sequence,

they are separated by the token SEP,

— for a given token, its input representation is con-

structed by summing the corresponding token, position,

and segment embeddings (Fig. 2).

¢
> Add & Norm )
Feed Forward

Nx
> Add & Norm )

Multi-Head
Attention

Positionnal
Encodding

Fig. 2. BERT architecture: £ — at the end; T3, Tp, ..
will be able, to analyze; Eg5 — the module; Ey, B, ..
the learner; LL5 — the module’s objective’; foky, toks, ..

analytical thinking skills

., Ty — the learner,
., Ey — aims to equip
., toky — to enhance

BERT is a leading model for a variety of Natural Lan-
guage Processing (NLP) tasks, demonstrating its efficiency
and potential.

Thus, the object of research is massive open online courses.
The aim of research is to propose an automatic and large-
scale classification system for MOOCs according to their
learning objectives by making use of the six cognitive levels
of Bloom’s taxonomy. The study concludes with a mapping
MOOC learning objectives and Bloom’s taxonomy levels
based on a cognitive classification of MOOC:s.

2. Research methodology

2.1. A BERT-hased cognitive approac
MOOCs. The existing research has addre
following [8, 9]:

— frameworks developed for quality assu
generalist and lack means t, i i
of MOOCs' quality;
— case studies that
MOOCs to highli
models which are

achine learning for a large
ever, the number of MOOCs
limited, and their data collection
2 [12]. These researchers [12] used
for the analysis of about 20 MOOC:s.
e result of their clustering cannot be

e contributions of this study are:

— the automatic classification of MOOCs according
to their pedagogical approaches based on the cognitive
levels of Bloom’s taxonomy;

— exploring the impact of choosing different classifiers,
from a simple softmax classifier to a more complex
classifier like dense layers, LSTM, and Bi-LSTM.

2.2. Fine-tuning strategies. ML models can efficiently
scale across accelerators while model weights are dupli-
cated across accelerators for partitioning and distributing
the training data.

BERT fine-tuning involves training a classifier with
different layers on top of the pre-trained BERT trans-
former to minimize task-specific parameters. Fine-tuning
for a specific task can be done using several approaches,
either by fine-tuning the architecture or by fine-tuning
different hyper-parameters such as the learning rate or
the choice of the best optimization algorithm [15, 16].

As the aim is the cognitive classification of MOOCs
according to their learning objectives, this study recom-
mends to adopt the basic architecture of BERT and then to
add an output layer for the classification. The output layer
can be either a simple classifier like softmax or a more
complicated network like the bidirectional Bi-LSTM.

2.2.1. BERT-hased fine-tuning. If the classification prob-
lem is multi-class, the output layer is based on a softmax
activation layer. An example has been provided below:

;IS
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where z = (21; R zK); z; values are the elements of the in-
put vector to the softmax function; K is the number of classes
in the multi-class classifier. The output node with the highest
probability is then chosen as the predicted label for the input.

For preprocessing, one can simply clean the text of non-
alphabetic characters and converted it to lower case (Fig. 3).

o(z)

Classification : Connilive]
Level

Output
Layer:
Softma:

BERT

Tokenization

( Preprocessing )

(' Input : Learning Objective )

Fig. 3. BERT-based fine-tuning architecture: £ — at the end;

Ty, Ty, ..., Ty — the learner, will be able, to analyze; Egg —
E\, E, ..., Ey — aims to equip the learner; LL5 — the mod
toky, toks, ..., toky — to enhance analytical thinki

2.2.2. Comhine with fully connect
connected layer took the output
and transformed it into the final
that represented the six cognitive
nomy (Fig. 4). This layer consists

Tokenization

T

( Preprocessing )

(_input : Leamning Objective )

Fig. 4. BERT with fully connected layers architecture: £ — at the end;

Ty, To, ..., Ty — the learner, will be able, to analyze; Ep;5 — the module;
Ey, E,, ..., Ey — aims to equip the learner; LS5 — the module's objective’;
toky, toks, ..., toky — to enhance analytical thinking skills

2.2.3. Comhine with deep network layers. In previous
architectures, the CLS output was the only one used as input
for the classifier. In this architecture, one can use all the
outputs of the last transformer encoder as inputs to an LSTM
or Bi-LSTM recurrent neural network as shown in Fig. 5.

E:lassiﬂcaﬁon : Cogniﬂve}
Level

[ Output Layer : Softmax ]
¥
[ Dense Layres ]

T

LSTM or Bi-LSTM

h fully connected layers and deep network layers
— at the end; T, T5, ..., Ty — the learner, will be able,
7.5 — the module; Ey, By, ..., Ey — aims to equip the learner;
[L5 — the module's objective’; foky, toks, ..., toky — to enhance
analytical thinking skills

The next section provides a representation and a de-
tailed analysis of the dataset for experimentation with
the different models.

3. Research results and discussion

3.1. Data analysis. Researchers can start by collecting
LOs (Table 1) from the MOOCs providers, Coursera, and
edX, and then manually annotate them based on Bloom’s ta-
xonomy action verbs list. However, this could lead to ambiguity
about the actual meaning of the required cognition [17-19].

Tabhle 1
The distribution of LOs in dataset
Cognitive level | 2394 Example
Knowledge Describe the concept of n'.ml:lu.lar programming
. 400 |and the uses of the function in computer pro-
(remembering) .
gramming
Comprehension At the end of this module, the learner will be
P . 400 | able to classify clustering algorithms based on
(understanding) .
the data and cluster requirements
Application 400 Apply a design process to solve object-oriented
(applying) design problems
Analysis . - .
(analyzing) 400 | Analyze the appropriate quantization algorithm
Evaluation 794 Compare the semantic and syntactic ways en-
(evaluating) capsulation
. Create a Docker container in which you will
Synthesis . - . .
. 400 |implement a Web application by using a flask in
(creating) ; 3
a Linux environment
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3.2. Evaluation metrics. Several considerations, including
class balance and expected outcomes, can guide the selection
of the best measures to evaluate the performance of a given
classifier on a certain dataset. Given a dataset with an ap-
proximately balanced number of samples from all classes, one
can use the accuracy measure to evaluate the performance
of a model and compare it with other models [20].

Accuracy is the sum of true positive (TP) and true nega-
tive (TN) items divided by the sum of all other possibilities:

N TP+TN
Ay = p TN+ FP+ FN’

where TP — True Positives; TN — True Negatives; FN — False
Negatives; FP — False Positives.

3.3. Environment setup. One can use the Google Colab
and Tensorflow environment as well as Keras Tensorflow
to build the BERT models. Keras TensorFlow is an open-
source mathematical software library used for machine
learning applications. It has tools to run on graphic pro-
cessing units, which can significantly reduce training and
inference times on some models. Keras is a high-level APi
for TensorFlow and has a modular and easily extensible
architecture, and it allows users to create sequential mo-
dels or a graph of modules that can be easily combined.

The library contains many different types of neural layers,
cost, and activation functions. Researchers can implement
different fine-tuning strategies of BERT on Tensorflo
Hub (TFHub). TFHub provides a way to try, test, and
reuse machine learning models.

3.4. Implementation details. For the impl
the models adopted, one can use the Kera

input_word_ids). Next, one can a
position input_mask and segments

3.5. Discussion. The
ignore a serious debate a
Given complex algorithms
can transmit their own bia
critical to

One tudy is that collection
of LO s fro an cause an interference
with i evertheless, given the aim

rovement of MOOCs, these
show a willingness to contribute
limitation is the accessibility and
of Google Colab or Tensorflow environments as
esearcher might be equipped with these tools.
W nts should be taken into account when try-
ing to app¥ in practice.

There is a need for further research on the privacy
implications of the current control on developments of
Al taking into account creativity, and innovation which
can hardly be performed by machines.

4. Conclusions

This study proposes an automatic and large-scale ML-ba-
sed classification system for MOOCs according to their

learning objectives by making use of the six cognitive levels
of Bloom’s taxonomy. During the course of the research,
it is shown that analyzing learning objectives (LOs) as-
sociated with modules and programs can further enhance
the quality of digital learning system. As a result of the
research, a representation and a detailed analysis of the
dataset for experimentation with the different models are
provided. In alignment with the research objective, these
results show that its distinctive algorithmic features make
it possible to solve the quality issue of OCs which
can provide certain advantages over othe
works and models.

bata cannobe made available for reasons disclosed
o aydilability statement.
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